
A Symposium Sponsored By 
The Federal Reserve Bank of Kansas City 





PRICE STABILITY 
AND PUBLIC POLICY 

A Symposium Sponsored by the 
Federal Reserve Bank of Kansas City 

Jackson Hole, Wyoming 
August 2-3, 1984 





Contents 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Foreword v 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  The Contributors vii 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  The Moderators xi 

1 . The Causes of Inflation. Frederic S . Mishkin . . . . . . . . . . . . . . .  1 

Commentary. William Nordhaus . . . . . . . . . . . . . . . . . . . . . .  25 

2 . The Benefits of Price Stability. Stanley Fischer . . . . . . . . . . . . . .  33 

Commentary. Robert J Shiller . . . . . . . . . . . . . . . . . . . . . . . .  51 

3 . Estimated Tradeoffs Between Unemployment 
and Inflation. Ray C Fair . . . . . . . . . . . . . . . . . . . . . . . . . .  57 

Commentary. Robert J Gordon . . . . . . . . . . . . . . . . . . . . . . .  83 

Rejoinder. Ray C . Fair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  95 

4 . The Role of the Central Bank in Achieving Price Stability: 
An International Perspective. Helmut Schlesinger ....... 97 

5 . Credibility and Monetary Policy. Bennett I: McCallum ....... 105 

Commentary. Alan Blinder . . . . . . . . . . . . . . . . . . . . . . . . . . .  129 

6 . Monetary Strategy with an Elastic Price Standard. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Robert E Hall 137 

. . . . . . . . . . . . . . . . . . . . . .  Commentary. Raymond Lombra 161 



iv Contents 

7 . The Value of Intermediate Targets in Implementing 
. . . . . . . . . . . . . .  . Monetary Policy. Benjamin M Friedman 169 

. . . . . . . . . . . . . . . . . . . . .  Commentary. Stephen M Goldfeld 193 

8 . Overview Panel 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  James Tobin 201 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Allan H . Meltzer 209 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Symposium Participants 223 



Foreword 

Considerable progress has been made in recent years in bringing down 
the actual and expected rate of inflation. Despite this progress, inflation 
remains higher than has traditionally been thought of as consistent with 
the national goal of reasonable price stability. Moreover, lingering con- 
cerns about future acceleration of inflation continue to plague financial 
markets and the real economy. 

In view of these concerns, a major public policy issue today is how to 
consolidate and extend past gains against inflation, while maintaining sus- 
tainable economic growth and a sound financial system. Accordingly, we 
decided to hold this, our seventh annual economic symposium, on the 
topic of 'Price Stability and Public Policy.' 

To discuss this important public policy issue, we brought together lead- 
ing authorities from academe and the private sector, as we have in our pre- 
vious six symposia. We sincerely hope that these proceedings will be of 
interest and value to all who are concerned about the past and prospective 
consequences of inflation. 

President 
Federal Reserve Bank of Kansas City 
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1 
The Causes of Inflation 

Frederic S. Mkhkin 

The problem of inflation has been of central concern to American poli- 
cymakers since the mid 1960s. Of particular concern has been the rise in 
the core, or sustained, inflation rate from below the 2 percent level in the 
early 1960s to near the double-digit level by the late 1970s. Since 1981 a 
rapid disinflation has occurred, bringing the current inflation rate down to 
below 5 percent. The recent decline in inflation has not been achieved 
without substantial costs: In 1982, unemployment reached the highest 
level in the postwar period, peaking at 10.7 percent and is currently still 
above the 7 percent level. At the present time we are at a crucial juncture: 
The inflationary fire has abated, but there remains a persistent worry that 
it might reignite. What should be the stance of policymakers, and in partic- 
ular the monetary authorities, in the current economic environment? 

This paper attempts to provide some answers to this question by explor- 
ing why sustained inflations occur and the role of monetary policy in the 
inflation process.' The conclusion reached in this paper is that in the last 
ten years there has been a convergence of views in the economics profes- 
sion on the causes of inflation. As long as inflation is appropriately defined 
to be a sustained inflation, macroeconomic analysis, whether of the mone- 
tarist or Keynesian persuasion, leads to agreement with Milton Friedman's 
famous dictum, "Inflation is always and everywhere a monetary phenome- 
n~n."~,However, the conclusion that inflation is a monetary phenomenon 
does not settle the issue of what causes inflation because we also need to 

I thank Bob Cumby and participants at the Symposium for their helpful comments. This 
research has been supported by the Sloan Foundation. The usual disclaimer applies. 

1. Temporary movements of the inflation rate have been substantial in the 1970s because 
of the external supply shocks due to the increase in oil prices in 1973 and 1979. This paper 
does not focus on these temporary movements of inflation becau'se they are strongly influ- 
enced by external factors that are not under the control of the monetary authorities. See 
Blinder (1979) for adiscussionof how supply shocks temporarily raised inflation in the 1970s. 

2. Friedman (1963). 
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understand why inflationary monetary policy occurs. This paper will also 
examine this issue and by so doing provide some suggestions as to how 
monetary policy should be conducted in order to prevent the resurgence of 
inflation at a minimum cost in terms of unemployment and output loss. 

Inflation as a monetary phenomenon 
The most persuasive evidence that Friedman cites to support his propo- 

sition is the fact that in every case where a country's inflation rate is high 
for any sustained period of time, its rate of money supply growth is also 
high. This evidence for the decade spanning 1972-82 is shown in the scat- 
ter diagram in Figure 1, which plots the average rate of inflation for 52 
countries against the average rate of money growth in this period.3 The 
well known relation between money growth and inflation is illustrated by 
the regression line plotted in the figure, and the correlation between infla- 
tion and money growth is found to be 0.96. The country with the highest 
rate of inflation in this period, Argentina, is also found to have the highest 
rate of money growth, while the country with the lowest rate of inflation, 
Switzerland, is also the country with the lowest rate of money growth. 

An important feature of this evidence is that it focuses on sustained or 
core inflation, that is, a situation where the price level is continually rising. 
Friedman's sweeping statement that inflation is always and everywhere a 
monetary phenomenon thus focuses on the long-run phenomenon of in- 
flation and is not concerned with temporary inflations in which the up- 
ward movement in the price level is not a continuing process. If Friedman's 
proposition did refer to temporary inflations, then it could easily be refuted 
by numerous counter examples. 

The distinction between sustained and temporary inflations is an impor- 
tant one in evaluating Friedman's proposition. Although articles in the 
popular press seem to indicate that monetarists and Keynesians have a 
completely different view of the inflation process, this is not the case. 
Keynesian macro theory as it is currently practiced, as well as monetarist 
analysis (and its offshoot, the new classical macroeconomics advocated by 
Lucas and Sargent), all support Friedman's proposition that sustained in- 
flations are monetary phenomena. 

3. These are the 52 countries for which money supply, price level and real output data were 
available in the IMF's International Financial Stntistics. A quantity theory view of money 
growth and inflation would make use of a money growth variable that is adjusted for real 
output growth by subtracting real output growth from money growth. As expected, the ad- 
justed money growth measure is more highly correlated with inflation than is the unadjusted 
money growth variable used in the text: The correlation of the adjusted money growth varia- 
ble with inflation for the 52 countries is .98. 
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FIGURE 1 

Inflation and Money Growth in 52 Countries 
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Source: The data used in constructing the inflation and money growth numbers were ob- 
tained from the IMF's International Financial Statistics Annual Yearbook 1983. 
Consumer price indices were used to calculate the inflation rates and narrowly de- 
fined money was used to construct the money growth rates. The average growth 
rates were calculated by taking the log of the 1982 value of the CPI or money supply, 
subtracting off the log of the 1972 value, and then dividing by 10. All data are at 
annual rates, continuously compounded. 

The best way to see the wide theoretical support behind the Friedman 
proposition is to make use of the aggregate supply and demand framework 
to see how each of the three major paradigms in macroeconomic analysis 
view the inflationary process. Figure 2 contains the aggregate supply and 
demand diagram that shows the response of prices and output to a contin- 
ually rising money supply, 



FIGURE 2 
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Let us first consider how this diagram works in the context of the mone- 
tarist model. Suppose that initially we are at Point 1, where the price level 
is PI and real output is at the natural rate level of output, Y,, which is the 
level of real output that corresponds to the natural rate of unemployment. 
The initial aggregate demand curve, AD,, is downward sloping in the 
monetarist model because nominal income is fixed by the level of the 
money supply, and any decline in price level means that there must be a 
corresponding rise in output. The initial short-run aggregate supply curve, 
ASS', is upward sloping because a rise in nominal income yields a rise in 
both real output and the price level in the short-run. In the long run, how- 
ever, real output will be at its natural rate level, Y,: hence the long-run 
aggregate supply curve is the vertical line AS1' at the real output level of 
Y,. The diagram has been drawn so that initially the aggregate demand 
and short-run aggregate supply curves intersect at h i n t  1, which is also on 
the long-run aggregate supply curve. 
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When the money supply increases, the monetarist model predicts that 
nominal income will rise, thus shifting out the aggregate demand curve to 
AD2. At first we might have an increase of real output above the natural 
rate level, but the resulting decline in unemployment below the natural 
rate will create upward pressure on wages and prices, thus leading to a con- 
tinuing shift up in the short-run aggregate supply curve until it reaches 
AS;: where the economy is again back at the natural rate level of output. 
The price level has now increased to P2 where the aggregate demand and 
supply curves intersect at Point 2. A furthei increase in the money supply 
next period shifts the aggregate demand curve out to AD3, and the econ- 
omy moves to Point 3 and a higher price level of P3. Continuing increases 
in the money supply send the economy to Point 4 and beyond. The net 
result of this process is that a continuing rise in the price level, that is, a 
sustained inflation, results from a growing money supply. In the mone- 
tarist model, the aggregate demand curve shifts only as a result of changes 
in the money supply and so, in the absence of a high rate of money growth, 
sustained inflation cannot develop. Friedman's proposition that inflation 
is a monetary phenomenon then follows. 

The Keynesian analysis of the response of output and prices to a contin- 
ually rising money supply is almost identical to the scenario just described 
for the monetarist model, The Keynesian model also has a downward slop- 
ing aggregate demand curve because for a given money supply a decline in 
prices raises real money balances, lowers interest rates, and thereby raises 
aggregate demand. In addition, this downward slope in the aggregate de- 
mand curve can result from real balance effects in which the decline in the 
price level raises the real value of wealth, thereby increasing aggregate de- 
mand. The upward sloping short-run aggregate supply curve and the verti- 
cal long-run aggregate supply curve, AS1', are also features of the 
Keynesian model. The Keynesian model differs in its treatment of aggre- 
gate supply from the monetarist model in that it views the speed of adjust- 
ment of the short-run aggregate supply curve to its long-run position as 
being slower than in the monetarist model. While monetarists see the 
economy as inherently stable with a rapid adjustment to the natural rate 
level of output, Keynesians see the economy as inherently unstable, with a 
much slower adjustment to the natural rate level of output. 

A rise in the money supply in the Keynesian model also leads to the 
aggregate demand curve shifting out to AD2 because at a given price level 
real money balances rise, leading to both a decline in interest rates and a 
rise in the real value of wealth, thus causing aggregate demand to rise. The 
economy will again head to Point 2 because the short-run aggregate 
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supply curve will continue to rise until it reaches AS;*, where output is at 
its natural rate level. Further increases in the money supply will move us to 
Point 3,4, and so on. The Keynesian model thus also reaches the conclu- 
sion obtained from the monetarist model: A continuing rise in the price 
level, that is, a sustained inflation, will result from a rapid growth of the 
money supply. 

The Keynesian model, in contrast to the monetarist model, does allow 
other factors besides the money supply to affect the aggregate demand 
curve, specifically fiscal policy. Thus, at first glance, it would seem that a 
sustained inflation might occur as a result of expansionary fiscal policy, 
such as increased real government spending or decreases in taxes, and that 
the Friedman proposition would be refuted. However, this is not the case. 
Even in the Keynesian model, a sustained inflation cannot result unless 
there is a rapid growth in the money supply. 

Suppose that the economy is initially at Point 1 in Figure 2 and govern- 
ment spending is permanently increased, shifting out the aggregate de- 
mand curve to AD2. Initially, output will rise above the natural rate level, 
leading to a rise in the short-run aggregate supply curve to AS?, where 
output is again at Y,, and the price level has risen to P2. The net result from 
the permanent increase in government spending is a one-shot, permanent 
increase in the price level. While the economy is moving from Point 1 to 
Point 2, the inflation rate will be high. Once Point 2 is reached, however, 
the inflation rate will return to zero. Thus, the permanent increase in gov- 
ernment expenditure leads to only a tempomry increase in inflation. 

In the absence of rapid money growth, a permanent increase in govern- 
ment expenditure cannot lead to a continually rising price level and hence 
to a sustained inflation. Only a continuing rise in government expenditure 
can lead to shifts in the aggregate demand curve to Points 3,4, and so on, 
yielding a sustained inflation. Such a policy, however, is not a feasible one 
because there is a limit on the total amount of government expenditure 
possible: The government cannot spend more than 100% of GNI? In fact, 
well before this limit is reached, the political process would stop the in- 
crease in government expenditure. As is visible in recent congressional de- 
bates about the budget, the public and politicians have a particular target 
level of government spending that they think is appropriate for our society. 
Although small deviations from this level might be tolerated, large devia- 
tions will not be, imposing even tighter limits on the degree to which gov- 
ernment expenditures can be increased. 

By a similar argument, lowering taxes also cannot lead to sustained in- 
flation in the absence of rapid money growth. A permanent decline in 
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taxes can shift the aggregate demand curve from AD1 to AD,. But further 
outward shifts in the aggregate demand curve can occur only if taxes are 
continually reduced. This process will obviously have to stop when tax 
collections are zero. The outward movements of the aggregate demand 
curve will thus eventually also have to come to a stop, and the resulting 
inflation will necessarily be temporary. The conclusion we have reached is 
the following. Even in a Keynesian model, f~calpolicy cannot by itselfbe 
the source of sustained inflation. The Keynesian framework therefore also 
supports the Friedman proposition. 

The new classical macroeconomics also can be cast in the aggregate de- 
mand and supply framework of Figure 2. The advocates of new classical 
macroeconomics lean to Milton Friedman's position that money is all that 
matters to changes in nominal income, although they are willing to enter- 
tain the possibility that other factors influence the aggregate demand 
curve. The principal difference between them and monetarist or Keynes- 
ian economists is in their views of aggregate supply. The new classical mac- 
roeconomics combines the assumption of market clearing (because wages 
and prices respond completely flexibly to the appearance of new informa- 
tion) with the assumption of rational expectations. Any changes in the ag- 
gregate demand curve that are anticipated will lead to changes in the 
short-run aggregate supply curve that leave real output unchanged. The 
resulting neutrality of anticipated policy does not affect any of the conclu- 
sions reached above. New classical macroeconomics is also consistent with 
the view that inflation is always and everywhere a monetary phenomenon. 

The causes of inflationary monetary policy 

To understand the process generating sustained inflation, it is not 
enough to know that a sustained inflation will not occur without a high 
rate of money growth. We also must understand why governments pursue 
inflationary monetary policies. Because politicians and government poli- 
cymakers never advocate inflation as a desirable outcome, it must be that 
in trying to achieve other goals, governments end up with a high money 
growth rate and thus a higher inflation rate. There are two goals that may 
lead to inflationary monetary policy: high employment, and the desire to 
have high government spending with low taxes. 

High employment targets and inflation 

The U.S. government is required by law, in the Employment Act of 
1946, as well as the more recent Humphrey-Hawkins Act of 1978, to pro- 
mote high employment. It is true that both of these laws state that a high 
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employment level is to be achieved that is consistent with a stable price 
level, but in practice this has often meant that our government has pur- 
sued a full employment target with less concern about the inflationary 
consequences of its policies. 

One result of pursuing a full employment target is that the government 
will engage in an activist stabilization policy to promote high employment, 
using monetary and fiscal policy to raise real output and employment 
when they fall below their natural rate levels. How this activist policy can 
lead to a high rate of money growth and inflation is again illustrated with 
the aggregate supply and demand apparatus in Figure 3. Consider a situa- 
tion in which initially output in the economy is at the natural rate level at 
Point 1, where the aggregate demand curve, AD,, and the short-run aggre- 
gate supply curve ASSr, intersect. If unions and firms decide that they want 
to obtain higher wages and prices and so raise them, the short-run aggre- 
gate supply curve will rise to a position such as AS;'. With government 
monetary and fiscal policy unchanged, the economy would move to Point 
A and output would decline to below its natural rate level. When unem- 
ployment rises as a result, activist policymakers with a high employment 
target would accommodate the higher wages and prices by implementing 
expansionary monetary or fiscal policy that would raise the aggregate de- 
mand curve to AD2, thus raising output back up to its natural rate level. 

The consequence for the workers and firms is that they have achieved 
their goal of higher wages and prices without the appearance of too much 
unemployment. As a result they might want to try to raise their wages and 
prices again. In addition, other workers and firms might also raise their 
wages and prices in order not to be left behind and suffer a decline in their 
relative wages and prices. The net result will be that the short-run aggre- 
gate supply curve will shift up again, say to ASY. Unemployment would 
rise again when the economy moves to Point B, and accommodating, ac- 
tivist policy will now again be used to shift the economy to Point 3 by shift- 
ing the aggregate demand curve out to AD3. 

The above process can keep on continuing, and the price level will keep 
on rising, sending us to Point 4 and beyond. The sustained inflation that 
results is known as cost-push inflation because it has been triggered by the 
push of workers and firms to raise their wages and prices. 

At first glance, i t  might appear as though the cost-push inflation pro- 
vides a counter example to the Friedman proposition that inflation is a 
monetary phenomenon. This is not the case because in order for a sus- 
tained inflation to occur, the aggregate demand curve has to shift out con- 
tinually, and as the earlier discussion indicates, this can occur only if the 
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FIGURE 3 

Aggregate. 
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A Cost-Push Inflation with an Activist Policy 
to Promote High Employment 

Yn Aggregate real output, Y 
money supply is continually rising. If a non-accommodating monetary 
policy is followed because the government is not bound to a high employ- 
ment target, then the upward push of wages and prices that raises the 
short-run aggregate supply curve from ASSr to ASY will not be followed by 
expansionary policy to shift the aggregate demand curve outward; instead 
the aggregate demand curve will remain at AD,. Now when the economy 
moves to Point A and unemployment develops there will be pressure on 
wages and prices to fall. The aggregate supply curve will begin to shift back 
down to AS", and eventually the economy will return to Point 1, where 
output is at the natural rate level and the price level has returned to its 
initial value of PI. A continuing rise in the price level does not occur. 

The conclusion of this analysis is that an attempt by workers and firms 
to push up their wages and prices cannot by itself trigger sustained infla- 
tion. Policymakers have to lend a hand by pursuing an accommodating, 
activist policy of eliminating high unemployment with expansionary mon- 
etary policy. Another way of stating this is the following. Sustained cost- 
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push inflation is also a monetary phenomenon because it cannot occur 
without the acquiescence of the monetary authorities to a higher rate of 
money growth. 

There is a second way that pursuing the goal of high employment can 
lead to inflationary monetary policy: policymakers can set a target for un- 
employment that is too low because it is below the natural rate of unem- 
ployment. The consequences of a policy of too low an unemployment 
target is depicted in Figure 4. 

FIGURE 4 

A Demand-Pull Inflation as a Consequence of 
Setting Too Low an Unemployment Thrget 

Aggregate AS' 
price 

level, P I 
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I 

yn Y,,, Aggregate output, Y 

Because the policymakers target on a level of unemployment below the 
natural rate level, the targeted level of real output, marked as Ymd in Fig- 
ure 4, is above the natural rate level of output, Y,. If the economy is ini- 
tially in long-run equilibrium, Point 1, the policy authorities will feel that 
there is too much unemployment because output is less than the target 
level. In order to hit their output target, the policymakers will conduct an 
expansionary policy that will shift the aggregate demand curve out to AD2 
and the economy will move to Point A. Because unemployment is now 
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below the natural rate level, wages and prices will begin to rise, shifting the 
short-run aggregate supply curve up to AS? and sending the economy to 
Point 2. The price level has now risen from PI to P2, but the process will not 
stop there. The economy is still operating at an output level below the tar- 
get, and so the policymakers will shift the aggregate demand curve out 
again, this time to AD3. The economy will eventually head to Point 3, and 
policymakers will again shift the aggregate demand curve outward, send- 
ing the economy to Point 4 and beyond. 

The discussion above indicates that the aggregate demand curve can be 
continually shifted outward only by a highe; rate of money growth, and so 
the sustained inflation that results from too low an unemployment target 
(or equivalently too high an employment target) is again a monetary phe- 
nomenon. This type of inflation is characterized as demand-pull inflation 
because it arises from the conscious effort to shift out the aggregate de- 
mand curve. Clearly, policymakers do not intend to start demand-pull in- 
flations because they do not gain a permanently higher level of ~ u t p u t . ~  
Demand-pull inflations can be explained, however, by the fact that policy- 
makers may mistakenly think that the target level of output is not above 
the natural rate level. Before they realize their mistake, they would have 
started the process that we see in Figure 4. 

Although theoretically we can distinguish between demand-pull and 
cost-push inflation, it is much harder to label particular episodes of infla- 
tion. Both types of inflation are associated with high rates of money 
growth so they cannot be distinguished on this basis. However, as Figures 
3 and 4 indicate, demand-pull inflation will be associated with periods 
when output is above the natural rate level, while cost-push inflation is 
associated with periods when output is below the natural rate level. It 
would then be quite easy to distinguish which type of inflation is 
occurring-if we knew what the value of the natural rate of unemploy- 
ment or output is. Unfortunately, the economics profession has not been 
able to ascertain the value of the natural rate of unemployment or output 
with a high degree of confidence. 

In any case, the distinction between demand-pull and cost-push infla- 
tion is not important. Whether it is the government or workers and firms 
that initiates the inflation is irrelevant; the ultimate source of either type 

4. In the aggregate supply and demand diagram above, it might appear as though a higher 
level of output can be achieved at the cost of a higher rate of inflation. Recent evidence that 
finds that the long-run Phillips curve is vertical rules out such a long-run tradeoff between 
inflation and unemployment. 
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of inflation is the commitment of the government to a high employment 
target. 

Budget deJcits and inflation 

Frequently, a government cannot or does not find it politically feasible 
to raise taxes when it needs to increase government spending. This appears 
to be the situation for such Latin American countries as Argentina, and 
this was clearly the situation that occurred during the 1921-23 German 
hyperinflation. Similarly, during wartime, the need to rapidly increase mil- 
itary spending results in government expenditures rising faster than tax 
revenues. Alternatively, the desire to reduce taxes in the face of continuing 
high level of government spending can also lead to large budget deficits, as 
currently is the case in the United States. 

Large budget deficits can also be the source of inflationary monetary 
policy. When a government is running a budget deficit, it must finance it in 
either of two ways: It can issue bonds, or it can resort to the printing press 
by expanding the amount of high-powered money. The f i t  method of fi- 
nancing the deficit does not have an independent effect on the aggregate 
demand curve separate from any direct tax or government spending ef- 
fects, and so it should not have any inflationary consequences. The second 
method does lead to a continually growing money supply if the budget 
deficit persists for a substantial period of time. In the first period, the rise in 
high-powered money leads to a rise in the money supply that shifts the 
aggregate demand curve out to the right, as in Figure 2. In subsequent 
periods, if the budget deficit is still present, then it has to be financed again, 
leading to a rise in high-powered money, a rise in the money supply, and 
another outward shift in the aggregate demand curve. Sustained inflation 
will thus occur if a large budget deficit is persistent and if it is financed by 
issuing high-powered money. 

The key question that requires an answer in order to understand the link 
between budget deficits and inflation is why do governments with budget 
deficits finarice them by creating high-powered money rather than by issu- 
ing bonds? If a government does not have access to a capital market that 
can absorb its bonds in substantial quantities, then the answer is straight- 
forward. The only way the budget deficit can be financed is by printing 
money. This appears to be the situation in Latin American and many other 
developing countries, and in these countries the link between budget defi- 
cits and inflationary monetary policy is quite clear5 

5 .  For example, see Arnold Harberger (1978). 
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Even in a country where well developed capital markets exist that can 
absorb substantial quantities of bonds, if the budget deficit is a sufficiently 
large fraction of GNP and is permanent, a policy of pure bond financing 
will be dynamically unstable, leading to an explosion in the stock of debt. 
Once the public recognizes that this will occur, then the government will 
not be able to sell enough of its bonds to completely finance the deficit and 
will be forced to issue high-powered money.6 

The case for an important role of budget deficits in the inflationary 
process is much less clear-cut when the economy has a well developed 
bond market in which the government can sell its bonds, and when the size 
of the budget deficit is small relative to GNP Although a government may 
not have to finance its deficit by increasing the amount of high-powered 
money, it still may end up doing so because it has a goal of preventing rises 
in interest rates. A common view is that budget deficits, which require the 
issuing of a large amount of government bonds, raise the level of interest 
rates. This view has intuitive appeal because in a usual supply and demand 
analysis of the bond market, the increased supply of bonds resulting from a 
deficit leads to a decline in bond prices and hence a rise in interest rates. If 
this rise in interest rates is considered undesirable, the monetary authori- 
ties might try to prevent it by purchasing bonds to prop up their price and 
by so doing increase the amount of high-powered money. This monetiza- 
tion of the debt will then lead to a continuing rise of the money supply if 
the deficit persists and so will lead to inflation through the mechanism de- 
picted in the aggregate supply and demand diagram of Figure 2. 

The evidence that budget deficits have led to higher interest rates in the 
U.S. is not strong. This might be the result, however, of inappropriate mea- 
surement of the budget deficit. The National Income Accounts deficit, the 
deficit number that is most widely cited in the popular press, is a particu- 
larly flawed measure of the government budget deficit because it does not 
make any correction for inflation. Although in the period from 1946 to 
1980 there were some substantial deficits on a National Income Accounts 
basis, when corrected for inflation these deficits disappear? This is re- 
flected in the fact that the real per capita level of net federal debt has fallen 
steadily from 1946 to 1980. Only in the last few years have we begun to see 
large budget deficits (correctly measured) and a rise in the level of federal 
debt as a fraction of GNP Thus it is not surprising that the past search for 

6. See Sargent and Wallace (1981) and McCallum (1982). 
7. See Eisner and Pieper (1984). 
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higher interest rates as a result of budget deficits in the United States has 
not found strong supporting econometric evidence. 

The current Reagan budget deficits, even when measured correctly, are 
unprecedently high for the postwar period. If these deficits persist, we then 
may find stronger evidence in the future that budget deficits do matter to 
the level of interest rates and therefore have a potentially stimulative effect 
on monetary policy.g The evidence on the link between budget deficits and 
inflationary monetary policy is, however, inconclusive at the present time. 

The rise in core inflation in the US. 

The above analysis provides us with some clues as to why the core infla- 
tion rate rose from the early 1960s to the late 1970s. Because the inflation- 
adjusted budget deficit was never substantial during this period, there is 
little support, either on a theoretical or an empirical basis, for budget defi- 
cits as the source of the rise in the core inflation rate. This leaves high em- 
ployment targets as the other candidate for the underlying cause. 

A likely scenario for what triggered the rise in core inflation in the 1965- 
73 period is that policymakers pursued an overly high employment target. 
In the mid 1960s, policymakers, economists, and politicians became com- 
mitted to a target unemployment rate of 4 percent because they thought 
that this level of unemployment was consistent with price stability. In 
hindsight, most economists now agree that the natural rate of unemploy- 
ment was above this figure and was steadily rising in the late 1960s and 
'70s because of demographic shifts in the composition of the labor force 
and increased coverage of unemployment insurance programs. The activ- 
ist policy during the Johnson and Nixon administrations, which pursued 
unemployment targets that were too low (and thus employment targets 
that were too high), might then be the primary reason why a temporary 
inflation resulting from the Vietnam war buildup in the mid 1960s was 
converted into a sustained rise in inflation along the lines of Figure 4. 

The attempt of workers and f i s  to obtain higher wages and prices 
could also have been a factor in the rise of the core inflation rate, but it is 
important to remember that these cost-push elements of inflation could 
not have occurred without the accommodating, high-employment policy 
of the monetary authorities shown in Figure 3. The persistence of the high 

8. Blanchard and Summers (1984) make the case that when viewed in an international 
context, the currently high budget deficits in the U.S. are not the source of the current high 
levels of real interest rates. Thus, their analysis casts some doubt on the position that the 
current U.S. budget deficits will ultimately prove to be inflationary. 
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core inflation rate into the late 1970s can be attributed to workers' and 
firms' knowledge that government policy continued to be concerned with 
achieving high employment; they thus continued to raise their wages and 
prices because they expected accommodating policy. This raises the issue 
that expectations are an important element in the inflationary process and 
leads us to the role of credibility of policymakers in eliminating and pre- 
venting inflation. 

Credibility and expectations in the anti-inflation process 

Monetarists have always been leery of activist policy because they see 
the economy as inherently stable and because there is some uncertainty 
about the timing of monetary policy effects (long and variable lags). They 
thus see activist policy as likely to do more harm than good. Keynesians, 
on the other hand, are much less sanguine about the stability of the econ- 
omy since they view price and wage adjustment as proceeding quite slowly 
because of rigidities such as long-term contracts. Does this mean that an 
activist policy of preventing high employment is desirable? The answer de- 
pends crucially on whether expectations are important in the wage and 
price setting process. 

Figure 5 depicts a situation where the economy has moved to excessive 
unemployment at Point A as a result of an upward shift in the short-run 
aggregate supply curve from AS" to AS?. This upward shift could arise 
from an attempt by workers and firms to raise their wages and prices, or it 
could arise from a supply shock of the type we experienced in 1973 and 
1979. A non-activist policy that left the aggregate demand curve at AD, 
and allowed high unemployment would eventually drive the short-run ag- 
gregate supply curve back down to ASSr, and real output would be restored 
to the natural rate level. In the monetarist or new classical macroeconomic 
view of their world, this adjustment would take place quickly, and so the 
non-activist policy would have low cost. To a Keynesian, the adjustment 
process would be very slow, and substantial output loss would result from 
the non-activist policy. Since the tendency to return to the natural rate of 
output is too slow, the only way to eliminate the excessive unemployment 
quickly is to shift out the aggregate demand curve to AD2 to move the 
economy to Point 2. 

In an economy where expectations do not matter to wage and price set- 
ting behavior, this accommodating, activist policy is optimal if the adjust- 
ment to the natural rate of output is slow.'In an economy where ex- 
pectations do matter to wage and price setting, however, we must ask two 
questions: Will the economy remain at Point 2 after the accommodating 



policy has been executed, and will the economy be any more likely to move 
from Point 1 to Point A in the first place if workers and firms expect this 
high employment policy? 

FIGURE 5 

An Activist Response to Unemployment 
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level, P 

Aggregate real output, Y 

As we have seen in Figure 3, the accommodating policy that moves the 
economy from Point A to Point 2 may encourage workers and firms to 
raise wages and prices further, thus leading to a sustained inflation. In ad- 
dition, if workers and firms know that an accommodating policy is going 
to be pursued, they will be more likely to try to raise their wages and prices 
in the first place, thus moving the economy to a situation like Pbint A with 
high unemployment. Because of these two possibilities, there is a hidden 
cost to the activist high employment policy. 

The problem with the accommodating, activist policy is the dynamic 
inconsistency of such a policy described by Kydland and Prescott (1977). 
Although the first time that unemployment develops eliminating it with 
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an activist policy may be optimal, the expectations that this activist policy 
creates leads to a suboptimal outcome of higher inflation and even possi- 
bly higher unemployment as well. A hidden benefit of a non-activist, non- 
accommodating policy is that movements to Point A in Figure 5 may 
occur less often as workers and firms recognize that there will be substan- 
tial costs in terms of persistent high unemployment as a result of any at- 
tempts to raise wages and prices. 

Two non-economic examples illustrate why non-accommodating poli- 
cies may be optimal as a result of dynamic inconsistency of accommodat- 
ing policy. First is a problem that I have recently experienced as a new 
father with a two-year-old son. I have an office in my house where I do 
much of my work. Whenever I went into this office, my son would bang on 
the door and cry. The first time he did this, it was optimal for me to pursue 
an accommodating policy of going out to him. Unfortunately, he would 
keep on coming back to the door and disrupting my work. Having read 
Kydland and Prescott's paper, I recognized that I would be better off pur- 
suing a non-accommodating policy. (Who says economics isn't useful?) 
Sure enough, after not going out to him several times when he came to the 
door-a wrenching experience because of his crying-he stopped coming 
back. Now as a result of my non-accommodating policy, I can work in 
peace in my office. 

A second example is relevant to the appropriate way to conduct foreign 
policy. When Hitler threatened war if he were unable to dismember Czech- 
oslovakia, it may have appeared optimal to pursue the accommodating 
policy of obtaining peace at any price. Unfortunately, this just whetted 
Hitler's appetite for more territorial acquisitions and encouraged him to 
invade Poland. In hindsight, the world would have been better off if the 
allies had pursued a non-accommodating policy and stopped Hitler earlier. 

A non-accommodating policy will be most successful if economic 
agents expect it, that is, if the non-accommodating policy is credible. In the 
case of Figure 5, knowing that the aggregate demand curve will not be 
shifted out if the economy is pushed to Point A will make it less likely that 
the economy will end up at Point A; workers and firms now recognize that 
pushing up the aggregate supply curve will entail substantial costs. If credi- 
bility of a non-accommodating policy is not achieved and it is then actu- 
ally pursued, we have the unhappy outcome of stagflation in which both 
prices and unemployment rise because movement to Point A in Figure 5 is 
a likely possibility. The undesirable outcome of a non-credible, non- 
accommodating policy had even more serious consequences in 1939 when 
World War I1 began. 
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What if we are already experiencing a rapid inflation? What role does 
credibility play in the success of an anti-inflation policy? Again we can use 
the aggregate supply and demand framework to analyze the response to an 
anti-inflation policy. Figure 6 depicts a sustained inflation in which the 
economy is moving from Point 1 to Point 2 each period and the inflation 
rate is built into wage and price contracts so that the short-run aggregate 
supply curve is rising at the same rate as the aggregate demand curve. Con- 
sider the announcement of a cold-turkey anti-inflation policy where 
money growth will be reduced sufficiently so that the aggregate demand 
curve will remain at AD1 and will not shift out to AD2. If this anti- 
inflation policy is not credible, the short-run aggregate supply curve will 
continue to rise to ASY when the policy is implemented. The result is that 
the economy will move to Point A, where there is some slowing of inflation 
(the price level does not rise all the way to P2), but there is substantial out- 
put loss. 

FIGURE 6 

Anti-Inflation Policy and Credibility 
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If, on the other hand, the announced cold-turkey policy is believed be- 
cause the policymakers have credibility, a much more desirable outcome 
can result. If expectations of future policy do enter into workers and firms 
wage and price setting decisions, then the announcement of the credible 
cold-turkey policy will cause the short-run aggregate demand curve to rise 
less than it otherwise would. In an economy where expectations of future 
policy do matter but wage and price contracts impose some wage and price 
rigidity on the economy, the aggregate supply curve will not rise to ASq' 
but instead will rise only to AS;. Here the economy moves to Point B and 
does experience a loss in output, but this loss is less than is experienced 
when the policy is not credible; in addition, the decline in inflation is more 
rapid (the price level rises only to PB rather than to PA). Credibility is thus 
an important element to a successful anti-inflation p01icy.~ 

This conclusion is even stronger in the context of the new classical mac- 
roeconomics model. In this model, there is sufficient wage and price flexi- 
bility so that the short-run aggregate supply curve responds fully to 
changes in expectations about future policy: the announcement of the 
credible cold-turkey policy will cause the short-run aggregate supply curve 
to remain at AS". Thus, when the cold-turkey policy is implemented, the 
economy will remain at Point 1, with the happy outcome of an inflation 
rate that has returned to zero, and it is achieved with no output loss. 

The crucial element required for credibility to matter to the success of 
anti-inflation policy is that expectations of policy affect the position of the 
short-run aggregate supply curve. The notorious instability of the Phillips 
curve provides indirect evidence that expectations about future policy 
matter to aggregate supply. More direct tests such as Lucas (1973) also sup- 
port the importance of expectations to aggregate supply. The evidence on 
whether short-run aggregate supply responds fully to changes in expecta- 
tions about future policy is more mixed, however.1° 

Strong direct evidence supporting the importance of credibility to a suc- 
cessful anti-inflation program has been provided by Sargent (1982). In the 
four hyperinflations that Sargent studies, inflation was eliminated quickly 
with little apparent output loss. A key characteristic of these successful 
cases of anti-inflation policy is their credibility. The threat of intervention 

9. Taylor (1982) has shown that a more gradual approach to reducing inflation may be able 
to eliminate inflation without producing any output loss. One criticism of his conclusion, 
however, is that establishing credibility with such a gradual approach may be infeasible. 

10. For example, see Barro (1977), Gordon (1982), and Mishkin (1983). 
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by foreign powers made credible the fiscal reforms that eliminated the 
huge budget deficits and ended rapid money growth. In a related but some- 
what more controversial paper,[' Sargent contends that the Poincare anti- 
inflation program in France in the 1920s was more successful than the 
Thatcher program because Poincare's program established credibility by 
pursuing budget reforms while Thatcher's program did not. 

Does evidence from the recent disinflationary experience in the United 
States shed light on whether credibility is an important factor to the suc- 
cess of an anti-inflation program? If one assumes as in Perry (1983) that a 
shift to an anti-inflationary monetary policy regime did occur with the 
change in the Federal Reserve operating procedures in October 1979, then 
a believer in the importance of credibility might expect to see a more rapid 
decline in wage and price inflation since 1979 than would be predicted by 
traditional Phillips curves estimated from pre-1979 data. Several recent pa- 
pers (Perry [1983], Eckstein [1984], and Blanchard [1984]) have found no 
evidence that traditional Phillips curve equations have undergone struc- 
tural shifts in the 1979-83 period, while Cagan and Fellner (1983) and 
Fisher (1984) do find that wage inflation has declined more rapidly than 
would be predicted by a traditional Phillips curve. Does evidence that 
tends to show that large overpredictions by traditional Phillips curves do 
not occur in the 1979-83 period cast doubt on the importance of credibility 
to the behavior of aggregate supply? The answer is no. 

An important point raised by Taylor (1984) is that the switch from inter- 
est rate targeting to reserve targeting by the Federal Reserve starting in Oc- 
tober 1979 does not imply that there was a significant change to an 
anti-inflation policy regime. Taylor (1984) finds that there was some shift 
to a less accommodative policy regime, but the change was not dramatic. 
Blanchard (1984) looks at an equation describing the term structure of in- 
terest rates and he finds that there is no evidence that the financial markets 
believed that a change to an anti-inflation policy regime had occurred. The 
conclusion that arises from this evidence is that the recent disinflationary 
experience cannot provide a test of the importance of credibility to anti- 
inflationary policy because a credible anti-inflation policy never occurred. 
This should not be very surprising considering the budgetary policy pur- 
sued by the Reagan administration: The shift to large-budget deficits as a 
result of the Reagan tax cuts would not help promote confidence in a con- 
tinuing anti-inflation monetary policy. 

11. Sargent (1981) 
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A prescription for monetary policy 

The discussion in this paper leaves us with the following conclusion. 
Since sustained inflation is a monetary phenomenon and expectations 
about future policy appear to have an important impact on the behavior of 
aggregate supply, a successful anti-inflation program must involve a credi- 

, 
ble, non-accommodating, anti-inflationary monetary policy. What does 
this conclusion suggest about the appropriate conduct of monetary pol- 
icy? 

Achieving credibility for an anti-inflationary monetary policy is no easy 
task, especially when accommodating policies have been pursued in the 
past. This is an important reason why we can not expect the disinflation 
process to occur without costs. As my two-year-old son understands, talk is 
cheap-only actions can establish credibility. The same principle has been 
understood by successful practitioners of foreign policy such as Teddy 
Roosevelt, who stated that the United States should 'talk softly, but carry 
a big stick." Luckily, we are currently in a situation where credibility for a 
non-accommodating, anti-inflation monetary policy should be easier to es- 
tablish because of recent actions by the Federal Reserve. The unwilling- 
ness of the Fed to raise the rate of money growth to eliminate 
unemployment during the most recent recession provides some indication 
that it is finally willing to pursue a serious anti-inflation policy. Some slight 
evidence that this Fed policy is starting to establish credibility is found in 
Cagan and Fellner (1983), Blanchard (1984), and Eckstein (1984), who 
document that more rapid wage disinflation than would have been pre- 
dicted by traditional Phillips curve equations seems to have taken place in 
1982 and 1983. 

A key feature of making a non-accommodating, anti-inflationary mone- 
tary policy even more credible is that the Fed pursue a non- 
accommodating monetary policy rule that can easily be evaluated by the 
public. If the rule is sufficiently understandable that the public can verify 
whether the Fed is adhering to it, then the action of adhering to the rule 
will more rapidly establish credibility for this policy. One suggested policy 
rule is the constant money growth rate rule proposed by Milton Friedman. 
Although this rule has the advantage of being easily understandable, it has 
two serious problems. First, financial deregulation and the recent large 
swings in velocity imply that such a rule may entail more substantial shifts 
in the aggregate demand curve than would be optimal. Second, the money 
supply cannot be precisely controlled by the Fed. This lack of control 
makes it harder for the public to verify whether the Fed is abandoning its 



prescribed rule when the money supply deviates from its target level or is 
rather continuing to adhere to its rule but is suffering some bad luck. This 
difficulty in verification of Federal Reserve intentions would make credi- 
bility harder to establish. 

An alternative suggested rule is that the Fed target nominal GNP 
growth. A serious problem with targeting nominal GNP growth is that it 
may give the Fed so much leeway in its conduct of monetary policy that 
the public will have no way to verify whether or not the Fed is actually 
pursuing a nonaccommodating policy. 

An alternative policy Gle that is very close to a suggestion of McCallurn 
(1984) involves Fed targeting the monetary base in order to hit specified 
values of nominal GNP 'hrgeting the monetary base has the advantage 
that the monetary base is easily controlled by Federal Reserve actions, par- 
ticularly open market operations, whiie this is not true for the money sup- 
ply or nominal GNP With a monetary base target, the Fed can no longer 
have the excuse of saying that it has missed its targets because of factors 
outside of its control, and the public will be able to verify easily whether 
the Fed is adhering to its rule. -. 

The need to choose monetary base targets so that specified values of 
nominal GNP can be achieved, rather than a constant growth rate rule, 
has been made necessary by the recent large swings in velocity, both for 
money and for the monetary base. The target level of nominal GNP 
should be chosen to coincide with a rate of nominal GNP growth that is 
consistent with price stability. If a large decline in base velocity occurs so 
that nominal GNP has fallen well below its target level, then the target for 
the monetary base next period should be raised accordingly to bring nomi- 
nal GNP back up to its target level. Similarly, a too rapid rise in nominal 
GNP would result in a smaller rate of growth of the base. The targeting 
rule wouldobviously have to be specified more precisely than in the discus- 
sion here, and this would require econometric research on the link between 
the monetary base and nominal GNP This econometric analysis is un- 
likely to yield a tight link between these two variables, but this is just a 
reflection of the uncertainty inherent in any macroeconomic analysis. De- 
signing a reasonable policy rule from this research should not present any 
major difficulties. 

One change in the Fed's operating procedure that would make the mon- 
etary base even easier to control, and would lead to enhanced credibility of 
a policy rule relying on base targeting, is the tying of the discount rate to 
some market interest rate, such as the three-month Treasury bill rate or the 
Federal funds rate. Most of the uncontrolled movements in the monetary 
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base arise from fluctuations in borrowings from the Fed occurring as,a 
result of large swings in market interest rates relative to the discount rate. 
Tying the discount rate to a market rate would keep the spread between 
these two rates constant and would thus eliminate this source of fluctua- 
tions in the base. 

The analysis in the previous sections of this paper indicates that such a 
policy regime might go a long way to promoting price and even output 
stability. However, there is still the issue of the current large budget defi- 
cits. As noted above, the role of budget deficits in the inflation process in 
the United States is unclear. My personal view is that a serious attempt to 
balance the budget needs to be made because, at a minimum, the prospects 
of huge budget deficits in the future may decrease the credibility of the 
anti-inflationary monetary policy proposed here. 
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Commentary 

William Nordhaus 

As we gather here in these magical mountains to analyze strategies for 
efficiently combating inflation, something bizarre is going on. The New 
York Times on Tuesday editorialized about the dangers of deflation. An 
outside observer might think that we should be sent to a sanatorium rather 
than an auditorium. Perhaps, like Hans Castorp, who went to visit his lieu- 
tenant cousin, we should use our trip to this mountain paradise to pause 
and question whether, in a world of deflation, 'tis sane to continue our 
obsessional pursuit of credible anti-inflationary rules. 

But conferences, like inflation, have their inertia. So I will turn to my 
assigned task of discussing the paper of Rick Mishkin. His argument takes 
three steps: 

Inflation is a monetary phenomenon. 
Credible policies will make inflation even more of a monetary phe- 
nomenon. 
A programmable rule-such as nominal GNP targeting-is an effec- 
tive credible policy. 

To dispel any suspense, let me say that while each of these is plausible, 
they are incomplete. To rest policy on these three doctrines is to commit an 
unproven and perhaps a dangerous oversimplification. 

Inflation as a monetary phenomenon 

The proposition that inflation is a monetary phenomenon is, of course, 
an old saw. I thought that by this point its half truth was well established. 
In today's canonical model of inflation, it is a correct long-run proposition: 
That is, a step-up of money growth from x to x + 1 percent per annum will, 
in the long run, lead to close to a 1 percent per annum increase in inflation. 

The only problem with this proposition is that-because the long-run 
may be long and because other things will not remain equal-it 'is a poor 
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approximation to reality over periods of one, two, or five years. It is akin to 
the saying, 'Death is an octogenarian phenomenon.? Surely few people 
survive 80 years, and few die before 40. But to base the practice of medi- 
cine on the proposition that death results only from reaching four-score 
years would be a tragic error. 

Figure 1 will give you an idea of how tight the monetarist suit fits. It is 
the regression of CPI inflation on money in the current and two previous 
years over the period since 1918. If it gives you the impression of a pretty 
weak relationship, I would like to agree with you. 

FIGURE 1 
"Inflation Is Always And Everywhere 

krcent (Ahnost) A Monetary Phenomenon" 
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annum . Inflation and Money Growth, USA, 1918-1983 
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Credibility 

The major thrust of Mishkin's paper is to endorse the proposition that a 
credible anti-inflation policy will achieve disinflation at lower output cost 
than will a noncredible anti-inflation policy. Putting this somewhat more 
technically, a non-accommodative policy is defined as one that does not 
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shift AD to offset a shift in AS. The proposition is then that, when workers 
and firms know that policymakers will not accommodate supply shocks, 
the AS curve will become steeper (as in Figure 2). This steepness means 
that AD shocks will have less impact on Q and that 'cold-turkey" disinfla- 
tion policies will be more efficient (in Okun's sense of lowering the output 
loss per point of disinflation) than gradual policies.' 

level -I FIGURE 2 

AS (non-accommodative) 

This analysis raises two issues: First, Mishkin and others claim that a 
discretionary policy will be more accommodative than a policy based on 
rules. And second, some claini that a non-accommodative policy will have 
a significant effect on wage and price behavior, rotating the AS curve in 
Figure 2 by many degrees. I will argue that the first of these points is mis- 
leading, while the second is not supported by empirical evidence. 

Starting with the first contention, would the nation and world be well 
served by a shift to a programmable economic policy? 

I am skeptical. The theories are weak, and the lessons of history argue 
strongly against discarding in favor of a simplistic rule the brains that it 
took us one billion years to evolve. 

'Ib begin with, remember that the case for rules is partly political-an 
aversion by conservatives to government taking any actions, a plea for 
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neutrality. How government can be neutral today is beyond me-claiming 
to be neutral is like claiming to be dead. 

The more interesting and novel argument is that fixed rules induce bet- 
ter behavior on the part of workers and firms. Knowing that the Fed will 
bomb the real economy whenever inflation rises, the theory goes, workers 
and firms will restrain their wage and price increases. This strategy is simi- 
lar to the "doomsday device" of early strategic theory. 

You may recall that the doomsday device was a deterrent strategy de- 
scribed by the late Herman Kahn. The idea was that, should the Soviets 
drop a bomb on us, the doomsday device would automatically explode and 
wipe out the globe. When faced with such a device, all rational agents 
would clearly be deterred from nuclear attack. The anti-inflationary fixed 
rules have a similar theme-you have to be credibly willing to destroy the 
economy in order to save it. 

Why, you might ask, was a doomsday defense policy not pursued? Sim- 
ply because of its lack of robustness to unforeseen events-like accidents. 
And this is indeed the main problem with fixed economic rules. We simply 
don't understand the world well enough to program our response. Think of 
every time a rule ran contrary to what discretion would dictate. For exam- 
ple, 1977, 1978, 1979, 1980,1981, 1982, 1983, and 1984. It is just those 
periods when Paul Volcker and his colleagues earn their salary. Every time 
there is a price, output, unemployment, or velocity surprise, we need a hu- 
man brain to figure out why the surprise occurred and what to do about it. 

Recent history should also convince the openminded about the perils of 
fixed rules. The Federal Reserve turned to a close approximation of pre- 
committed monetary rules in 1979. Who foresaw the 60 percent real ap- 
preciation of the dollar, the $100-billion current-account deficit, the 
enormous rise in real interest rates, the deep recession, the flight from 
fixed-interest rate securities, and the problem of Latin debt? We can only 
be grateful that a fixed-M rule had not been imposed by a constitutional 
amendment and that the Fed had the wit and wisdom to break with rigid 
monetarism before construction workers stormed the Fed. 

Fixed-rules advocates, in short, suffer from the Maginot fallacy. They 
think that we know who the enemy is and where he will strike. In fact, we 
often don't; and on just those occasions we need some common sense. 

There are other problems with the doomsday theory. One is that it mis- 
construes the protagonists. The uncertainties facing firms and workers are 
predominantly microeconomic, not monetary. Allied Van Lines and the 
Teamsters don't much care about whether policy is accommodative, be- 
cause their livelihoods depend much more on trucking regulation and the 



NLRB. Given the bounded rationality of most firms, workers, and unions, 
I would guess that a change of policy regime would be below the threshold-' 
of perception and of reaction. It is hard to believe that there would be any 
direct effect on Ford Motor Company's pricing policy or the UAW's wage 
negotiations, or on most wage-price behavior outside of auction markets, 
of a change in the monetary operating rule. 

Put differently, in an economy where the policymakers face a rational 
agent who controls a substantial proportion of an economy's wage or price 
decisions, a doomsday threat might indeed work. But in the U.S. today, 
there are too many firms and workers, who are more concerned about Jap- 
anese engineers than about Fed economists, for any credible or incredible 
policy to have a substantial independent effect on aggregate wage-price 
dynamics. 

If we turn from military to economic history, the evidence is not sup- 
portive of the power of credibility. I am sure this conference will debate the 
effect of the Volcker-Carter-Reagan disinflation. The numerous studies on 
this period for the United States indicate that the contribution of credibil- 
ity was somewhere between nil and small. Buiter and Miller find that the 
much more credible disinflationary policies in the U.K. had extremely 
high output and unemployment costs. 

I would like to present a small piece of independent evidence on this 
issue. The credibility view implies that inflation should fall faster during a 
credible disinflation regime than outside it. We might write such a system 
as follows: 

where 

p, = rate of price inflation in period t 
p; = expected rate of price inflation in period t 
u, = unemployment rate in period t 
Cred = credibility of policy in period t 
h,a,b,d = parameters 
e ,e2 = random errors 

The usual fashion of testing for credibility (see particularly the work of 
R. J. Gordon) is to substitute (2) into (1). Assuming e2 = 0, 
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By examining forecast errors in the inflation equation (say during 1979- 
83), we can test whether the term a d Cred, was significant. 

A different and simpler route is to test (2) directly. I have constructed, 
therefore, an expected rate of inflation, using the ASA-NBER survey of 50 
forecasters. This was estimated during the 1970s and then forecast out-of- 
sample during 1979:III-1983:IV. Such a forecast may have included both 
lagged inflation and policy variables, so I performed the test with and 
without money growth as right-hand side variables. 

The results, shown in Figures 3 and 4, give no comfort to the credibility 
hypothesis. If a credible policy had been installed, actual inflation fore- 
casts should have been below those predicted by the structure of earlier 
years. Instead, both with and without money growth in the equation, the 
actual forecasts were above the predicted forecasts. 

FIGURE 3 
Actual and Predicted Forecasts of Inflation, 

Percent 
Per 

1979:nI to 1983:IV 
annum 

10 

Notes: The dependent variable is the ASA-NBER median forecast of inflation for the GNP 
deflator over the four quarters ahead of the survey month. In this figure the explanatory 
variables are lagged inflation for the last and three earlier quarters. The forecasts are made on 
the basis of an equation fitted over the 1972-197931 period and forecast with the actual val- 
ues of the right-hand side variables in the post-sample period. 
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This result suggests that there was no identifiable effect of the credibil- 
ity through expectations and onto inflation. Rather, it was events in the 
real (as opposed to the perceived) economy that disinflated the economy. 
This, of course, is just what studies of Gordon, Blanchard, Eckstein, Perry, 
and others have shown. 

Fixed rules 

What can we then conclude about fixed rules, such as targeting nominal 
GNP? Surely there is something to be said for a nominal GNP rule (or a 
Hall rule). It is better than an MI-growth rule, an M2-growth rule, a 
monetary-base rule, or a credit rule. It is better than chaos or a random 
number rule. It is better than a gold standard or a plywood standard. 

FIGURE 4 
Actual and Predicted Forecasts of Inflation, 

Fercent With Money Added as Explanatory Variable, 
per 
annum 1979:III to 1983:IV 

10 
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Notes: The procedure is exactly the same as in Figure 3, except that four lagged money terms 
are added to the right-hand side of the regression equation. 

But is it better than the flexible discretionary guidance of W. M. Martin, 
Arthur Bums, or Paul Volcker? I think not. The scientific argument for a 
rule rests entirely on the view that by changing regimes we can improve 
the nation's macroeconomic performance. If the best evidence suggests 
that our macroeconomic performance has deteriorated, as I think it does, 
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then the intellectual foundation for the fixed rule crumbles. 
In the movie War Games, the fixed-rule crowd has captured the Penta- 

gon. An enormous computer known as the Whopper has taken over all 
strategic decisions. Of course an enormous Blooper sets the Whopper off 
onto the game called Global Thermonuclear War. Only the daring of a 
teenage hero and his friend can save the world by heading off the Whop- 
per. All I can hope is that when we program the Fed's Whopper to run the 
global economy, some sensible teenager-not mesmerized by elegant but 
misleading theories-will figure out how to save us from global macroeco- 
nomic disaster. 



2 
The Benefits of Price Stability 

Stanley Fischer 

". . . Such a spirit [zeitgeist] seems at work in the 1960s and 
1970s, andcis evidenced by what appears as a generalized erosion 
in public and private manners, increasingly liberalized attitudes 
toward sexual activities, a declining vitality of the Puritan work 
ethic, deterioration in product quality, explosion of the welfare 
rolls, widespread corruption in both the private and governmen- 
tal sectol; and, finally, observed increases in the alienation of the 
voters from the political process. . . . [ w h o  can deny that infla- 
tion, itself oneconsequence of tfiat conversion, plays some role in 
reinforcing several of the observed behavior patterns. Inflation 
destroys expectations and creates uncertainty; it increases the 
sense of felt injustice and causes alienation. It prompts behavioral 
responses that reflect a generalized shortening of time horizons. 
Enjoy, enjoy '-the imperative of our time-becomes a rational 
response in a setting where tomorrow remains insecure and where 
the plans made yesterday seem to have been made in folly." 

Buchanan and Wagner (1977), pp. 64-65. 

Economic analysis of the costs of inflation-the mirror image of the 
benefits of price stability-is inevitably disappointing to the many, such as 
Buchanan and Wagner, who know that inflation is a deep societal prob- 
lem.' The question is whether what the many know is merely difficult to 
prove, or rather is substantially exaggerated. 

Some of the views expressed in this paper are the result of seeing triple-digit inflation in 
closeup while I was Max Bogen Visiting Professor of Economics at the Hebrew University, 
Jerusalem, in the spring of 1984.1 am indebted to Robert Shiller and other conference partici- 
pants for useful comments, to Patricia Mosser for research assistance, and to the National 
Science Foundation for financial support. 

1. A footnote in the original, quoting Ropke to the effect that inflation undermines the . . 
foundations of a free society, has been omitted. 
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In this paper I start by reviewing the standard analysis of the costs of 
inflation, which depend on the institutional structure of the economy. De- 
spite two decades of inflation, most of the developed economies have cho- 
sen not to encourage indexation or other institutional changes that would 

'I reduce the costs of a given rate of inflation. In the next section I examine 
the reasons for and the desirability of the decision to keep inflation painful. 
Concluding comments on the passion gap between the economic analysis 
of the desirability of price stability and rhetoric about inflation are then 
presented. 

The costs of inflation 

The costs of any given rate of inflation differ depending on whether the 
inflation was anticipated or not, and on whether the economy's institu- 
tions have adapted to the presence of inflati~n.~ The greater the extent of 
institutional adaptation, and the longer any given inflation has been antic- 
ipated, the lower its costs.3 We now examine the major economic costs of 
inflation, starting with costs that occur even when inflation is anticipated, 
and then moving on to consider costs associated with uncertainty about 
inflation and the variability of relative prices. 

2. This paper should be interpreted as an attempt to assess the costs society should assign to 
inflation as part of an analysis of optimal policy: The other components are the costs or bene- 
fits of alternative results of policy, and the model of the economy that describes the feasible 
economic tradeoffs among various economic goods and bads-like inflation and unemploy- 
ment. More technically, this paper concentrates on exploring one argument in the social wel- 
fare function; it examines neither the other arguments in the social welfare function nor in 
any detail the Phillips curve-type tradeoffs among inflation, unemployment, and growth that 
are needed for a full analysis of optimal inflation policy. There is no difference in this regard 
between estimates of the costs of unemployment based on Okun's Law, and estimates of the 
costs of a given rate of inflation given in this paper. The attempts made in this and earlier 
papers to measure the costs of inflation are sometimes criticized for their failure to describe 
the policies that would reduce inflation, but I do not see those whocriticize this type of paper 
applying the same criticisms to Okun's Law-based estimates of the costs of cyclical unemploy- 
ment. 

James Tobin in his concluding comments at the conference stated that he wished 1 had 
givenestimatesof thecostsof alternatives to inflation-for instance, theGerman hyperinfla- 
tion was one way of trying to raise revenues to pay reparations after World War I. Perhaps it 
was the best way. But it is nonetheless an interesting question as to what costs the inflation 
imposed on the German economy. 

3. On the costs of inflation, see Fischer and Modigliani (1978) and Fischer (1981); for other 
accounts, see Jaffee and Kleiman (1977), Klein (19761, Leijonhufvud (l981), Chapters 9 and 
10 (originally published in 1977), Nordhaus (1973), and Okun (1975). 
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The money triangle and menu costs 

The best analyzed cost of inflation is the money triangle, representing 
the increased transaction costs resulting from economizing on holdings of 
currency and bank reserves as the inflation rate increases. The money tri- 
angle is a cost of anticipated inflation. As long as currency continues to be 
an efficient medium for making small transactions, the triangle welfare 
cost cannot be removed by institutional adaptati~n.~ At a 10 percent infla- 
tion rate, the welfare cost corresponding to the money triangle-the area 
under the demand curve for currency-is about 0.25 percent of GNP in 
the United States. However, since currency is used more extensively in ille- 
gal than in legal transactions, a tax on currency has desirable allocative 
and distributional implications that offset this particular welfare cost of 
inflation. 

Because the government has to use distortionary taxation to raise reve- 
nue, there is some welfare loss associated with all types of taxation. There 
is accordingly an argument, made originally by Phelps (1973), that some 
inflation is desirable on public finance grounds. However no one has estab- 
lished a case for high rates of inflation on this basis. 

As transaction technology changes, for instance as the use of credit 
cards and futuristic means of making payments spreads, the size of the 
money triangle can be expected to fall. Improvements in the transactions 
technology are themselves in part induced through inflation, but are not 
reversible. The experience of inflation accordingly tends over time to re- 
duce the welfare costs that result from economizing on the use of currency. 

The money triangle becomes large at high rates of inflation. For in- 
stance, under reasonable assumptions about the form of the currency de- 
mand function, the money triangle welfare loss of a' 400 percent per 
annum inflation rate (corresponding to 160 percent with continuous com- 
pounding) is 3.3 percent of GNPS These losses correspond to the famous 
descriptions of increased transactions costs in hyperinflations as individ- 
uals are paid more frequently and scurry to spend their incomes before the 
money loses its value. They alone provide good reasons to avoid 

4. The payment of interest on bank reserves would reduce the welfare loss triangle. I as- 
sume that money-stamping would not be an efficient means of paying interest on currency. 

5. The assumptions are that the currencylGNP ratio at a zero inflation rate would be 
0.075, at 160 percent inflation 0.025, and that the demand for currency equation is of the 
Cagan form, with unitary income elasticity: CIPY = A .  exp(-b. gpe), where gpe is the ex- 
pected inflation rate. Under these same assumptions, the cost of an 800 percent inflation rate 
(corresponding to 220 percent compounded continuously) is 4.9 percent of GNP 
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hyperinflation, even if the hyperinflation was perfectly anticipated and if 
there were no other welfare costs of inflation. But they do not by themsel- 
ves account for popular reactions to rates of inflation in the low double- 
digit range, of the type experienced in many of the OECD economies in 
the '70s. Menu costs of inflation arise from the need to change prices more 
frequently with a higher inflation rate. These are the physical costs of 
changing prices, the costs of reprinting menus, changing telephone coin 
boxes, and the like. When the inflation rate becomes high, one-time 
changes-such as moving to the use of tokens in pay phones-are intro- 
duced that make the marginal costs of further inflation low. There are no 
well-established estimates of the menu costs of inflation. 

Institutional non-adaptations 

Many of the costs of the recent United States inflation were a result of 
the failure to adjust regulations and laws that were based on the presump- 
tion of stable prices. Interest rate controls in the banking system and non- 
indexation of taxes are the most important examples. 

Controls on nominal interest rates payable by financial institutions en- 
sure that the welfare loss associated with the currency triangle extends to 
other financial assets, to an extent that depends on the availability of sub- 
stitute assets (equivalently on the interest elasticity of demand for the con- 
trolled a~se t ) .~  Such controls bear particularly heavily on less sophisticated 
investors who keep their wealth in deposits. Interest ceilings on loans cre- 
ate an additional welfare loss from the misallocation of credit. The inven- 
tion of money market funds and other financial innovations of the '70s, 
together with deregulation of the banking system in the '80s, substantially 
reduced the welfare costs of inflation arising from these controls. 

Adjusting the tax system for inflation requires not only bracket index- 
ation, but also appropriate inflation adjustments in the taxation of capital. 
Such adjustments would be administratively complicated and, if imple- 
mented, would imply major shifts in the tax b ~ r d e n . ~  

Accordingly, capital taxation has made few explicit adjustments for in- 
flation except in countries with high rates of inflation-and even in these 
countries, major inflation-related distortions remain.8 

The welfare losses associated with inflation-induced capital tax dis- 
tortions occur because both savings behavior and the allocation of 

6. The existence of interest rate controls modifies the analysis of the welfare costs of the 
currency triangle. 

7. The issues are discussed in Aaron (1976). 
8. Use of a consumption tax would avoid these difficulties. 
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investment are affe~ted.~ The size of the distortions is difficult to pin down: 
Under fairly modest assumptions about saving elasticities and with the tax 
code of the early '80s, it is possible to associate a welfare loss of close to 3 
percent of GNP with a 10 percent inflation.1° 

The losses discussed in this section are avoidable consequences of infla- 
tion. Financial deregulation will reduce the costs of any future inflation. 
The losses resulting from inappropriate treatment of capital income could 
be avoided either by adjusting taxes or by moving to a consumption tax. 
But the fact is that such distortions remain in many countries: It is evi- 
dently no simple matter, administratively and politically, to make the ad- 
justments. 

Despite a variety of initiatives by the accounting profession and econo- 
mists, inflationadjusted corporation accounts have not gained wide ac- 
ceptance. Similarly, inflation adjustments to significant macroeconomic 
variables, such as the government budget deficit or savings rates, are far 
from routine, even though the principles of inflation-adjusted accounting 
are well understood. With existing systems of accounting, budget deficits 
are exaggerated under inflationary conditions because nominal rather 
than real interest payments are treated as a current expense. The nominal 
component of interest should be deducted as a repayment of principal.'' 
The adjustments may besubstantial: For instance, Italy has a debt equal 
to 80 percent of GNP and an inflation rate of about 12 percent. The infla- 
tion adjustment is then nearly 10 percent of GNP, transforming Italy's 
budget deficits from 15 percent of GNP to 5 percent.'* 

There are no estimates of the welfare costs of fiscal policy mistakes, if 
any, resulting from mismeasurements of deficits. Nonetheless, systemati- 
cally poor information is an unlikely aid to intelligent poli~ymaking.'~ 

9. See Feldstein (1982) for a review of some of his work in this area. 
10. See Fischer (1981) for estimates based on earlier work by Feldstein and Summers 

(1979). King and Fullerton (1984), pp. 244-45 criticize the Feldstein-Summers results, show- 
ing that most of the effect is a result of the continued use by firms of FIFO accounting in 
inflationary conditions. However, given that firms do use FIFO accounting, King and Fuller- 
ton show sizable increases in marginal corporate tax rates as the inflation rate rises. 

11. Equivalently, the government should count as part of its income its capital gain on the 
real value of outstanding liabilities. 

12. A complete set of adjustments for the EC countries is presented in Cukierman and 
Mortensen (1983). The magnitude of the adjustment for the U.S. can be calculated based on 
a privately held public debt equal to 30 percent of GNP and an inflation rate of, say, 4 per- 
cent, implying an adjustment to the deficit equal to 1.2 percent of GNF! 

13. It may be argued that budget deficits should always be exaggerated since governments 
always overspend. But in high inflation countries, for example Brazil, the exaggeration can be 
so large as to lead to excessively contractionary fiscal policy when stabilization is attempted. 
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The examples of this section show that nominal thinking and nominal 
institutions are deeply embedded in the structure of the economy. That is 
one of the main reasons price stability should be a goal of policy. 

Injlation and price level uncertainty 

The empirical evidence is that there is more uncertainty about future 
price levels at high than at low average rates of inflation.14 There is no logi- 
cal reason that this has to be so: In principle, it should be possible to pro- 
duce the same stability of the price level around a trend rising at 10 percent 
per year as around a stable trend. And indeed, as the cross-sectional Figure 
1 shows, there are countries, such as Australia and Italy, that have reasona- 
bly stable inflation rates at high levels.15 

A highly variable inflation rate is not necessarily an unpredictable one, 
since the fluctuations might be foreseen-just as a retail business can pre- 
dict the highly seasonal pattern of its annual sales. Here too the empirical 
evidence is that in the United States (and Australia) uncertainty about in- 
flation is positively associated with the rate of inflation.16 The most per- 
suasive explanation of this relationship, due to Okun (1971) and 
Flemming (1976), is that because economies cannot adjust fully to infla- 
tion, monetary policy is more likely to be reversed at high than at low infla- 
tion rates. 

Uncertainty about future 'price levels and unanticipated changes in 
prices both have welfare costs. Observers of inflationary economies often 
point to the diversion of managerial resources to financing rather than pro- 
duction activities, though there is as yet little evidence on the extent of this 
loss in the developed economies. 

14. See Pagan, Hall, and Trivedi (1983) for a critical review of the literature. 
15. Within the OECD, and across a sample of 53 countries for which data were available 

on the IFS tapes, there is a strongly significant positive correlation between the variance of 
the inflation rate and its level, for both the 1960-73 and 1973-83 periods. For earlier examina- 
tion of this relationship, see Okun (1971), Gordon (1971), and other studies reviewed in Fis- 
cher (1981). 

16. There are two types of evidence, presented in Fischer (1981). First, the variance of the 
error term in a forecasting equation for the inflation rate is heteroscedastic, increasing with 
the inflation rate. Second, as Cukierman and Wachtel(1979) and others have shown, the 
cross-sectional variance across forecasters is an increasing function of the inflation rate. Pa- 
gan, Hall, and Trivedi (1 983) critically examine much of the earlier literature before establish- 
ing a positive relationship between price level uncertainty and the inflation rate for Australia. 
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FIGURE 1 

CPI Inflation and the Variability of the Inflation Rate, 
OECD, 1973-1983 
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In an economy without indexed assets or other safe means of hedging 
against inflation, there is an ex ante loss from greater uncertainty about 

\ future price levels. The size of the loss can be approximated starting from 
an estimate of the premium that indexed bonds would command over 
nominal bonds, and it turns out to be of the same order of magnitude as 
the money triangle at a 10 percent inflation rate.17 The difficulty in this 
procedure is, though, that the larger the welfare loss associated with the 
absence of indexed bonds, the harder it is to explain their non-existence 

0 

17. The premium for indexed bonds is the excess of the expected real rate of return on 
nominal bonds over the real return on indexed bonds. 

0 10.0 20.0 30.0 
Variance 

Note: Iceland (48.2,120.7), Turkey (36.8,626.1), and Yugoslavia (24.4,42.7) are not shown on 
the graph. Entries in parentheses are inflation rate and its variance respectively. 
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except where introduced by governments.I8 Marketable indexed bonds 
have been issued by governments in high-inflation countries, and in the 
United Kingdom. Indexed Social Security provides a similar inflation 
hedge, albeit in restricted amounts. 

In the absence of indexed bonds, increased uncertainty about future 
price levels imposes welfare costs. The difficulties apply particularly to 
long-term, for example retirement, savings. With equity not having spar- 
kled as an inflation hedge, the long-term saver is substantially exposed to 
inflation risk. The two best inflation hedges are housing and the rolling 
over of short-term nominal assets, but in neither case is the real value as- 
sured as it would be with indexed bonds. The inability to protect the value 
of savings against inflation is almost certainly a-if not the-major reason 
that the public reacts so viscerally to the threat of inflation. 

Ex post redistributions of income and wealth caused by unanticipated 
inflation create both gainers and losers. Empirical research has not uncov- 
ered any consistent effects of unanticipated or anticipated inflation on the 
distribution of income, despite the popularity in the '50s and earlier of the 
view that inflation redistributes income from labor to capital. On wealth 
account, within the private sector, unanticipated inflation redistributes 
wealth from the wealthy, who own nominal assets, to the middle income 
groups who are largely nominal borrowers. As Hurd and Shoven (1983) 
show, the elderly wealthy are extremely vulnerable to unanticipated infla- 
tion, while the elderly poor, who have no assets beyond Social Security 
wealth, are impervious to the effects of unanticipated inflation. As be- 
tween the private and public sectors, unanticipated inflation benefits the 
public sector. This redistribution is in part intergenerational, since the re- 
duction in the real value of the national debt implies that future genera- 
tions will have to pay lower real taxes. 

What are the welfare costs of such redistribution? The simple answer is 
that the costs depend on how society weights the marginal utilities of the 
gainers and losers-that is to say, we do not know. But such redistributions ,. 
are costly to society because they create and destroy wealth for individuals ' 
oman apparently random basis, and not on a basis that rewards the Protes- 
tant virtues. Certainly, the well-known inspired polemics of Keynes (1919, 
1923) on the dangers of inflation emphasize the role of wealth redistribu- 
tions and the loss of legitimacy such redistributions imply for capitalist in- 
stitutions. 

18. The welfare economics of government issue of indexed bonds is discussed in Fischer 
(1983). 
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Inflation and relative price variability 

A persistent theme in the inflation literature is that inflation interferes 
with the efficient operation of the price system. Greater uncertainty about 
the aggregate price level implies greater uncertainty about relative prices, 
and accordingly less response to changes in relative prices. Further, if it is 
costly to change prices, the variability of relative prices will increase as the 
overall inflation rate rises.'? 

There is a strong positive relationship between the inflation rate and rel- 
ative price variability, in the United States and in other countries. The 
most convincing explanation of the relationship is that it reflects causation 
in both directions: Exogenous shocks to relative pricesare associated with 
increases in the inflation rate, and exogenous increases in the inflation rate 
cause increases in the variability of relative prices. Increases in relative 
price variability in high-inflation countries are in part attributable to lags 
in the adjustment of prices administered by the government. 

There are, so far as I know, no estimates of the welfare costs of the re- 
duced efficiency of the price system caused by inflation.20 The size of the 
estimates would depend on the underlying theory: If the theory builds on 
informational inefficiencies, then the welfare costs are related to unantici- 
pated inflation; if the theory builds on costs of changing prices, then infla- 
tion per se is to blame. Okun's theory of customer markets (1975) would 
also assign costs to inflation- induced price changes. However, the Okun 
theory could also be recast to say that customer relationships would be 
preserved by constancy of real (indexed) prices in an iyflationary economy. 

Adapting to inflation 

Only two of the many costs of inflation discussed above could not be 
removed by institutional innovation: the money triande and the reduced 
efficiency of the price systems associated with higher inflation andlor 

19. The extensive literature on inflation and relative price variability is reviewed in Mar- 
quez and Vining (1984). 

20. Fischer (1981a, pp. 419-22) argues that quantity rather than price variability should be 
the basis of welfare calculations, and that rough calculations suggest that the costs arising 
from quantity variability are small. Simple regressions, presented in Fischer (1983a), show a 
negative relationship between the growth rate of real output and the inflation rate in a cross- 
section time series analysis of 53 countries, over the periods 1960-73 and 1973-81. But these 
results certainly cannot be attributed solely or even mainly to the effects of inflation on the 
efficiency of the price system, since supply shocks and business cycle timing relationships 
play major roles. Another strand of the literature, for instance Friedman (1977) and Mulli- 
neaux (1980), argued that inflation uncertainty increases the unemployment rate. The com- 
ments about supply shocks apply in this case too. 
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greater inflation uncertainty. In the latter case, I am assuming that in prac- 
tice higher rates of inflation are also more uncertain rates of inflation, 
though I believe that if an ironclad fixed growth rate monetary rule were 
introduced, uncertainty about inflation would be much the same whether 
the growth rate were zero or 10 percent. 

Most of the remaining costs could be avoided by completing financial 
deregulation, by the government's issuing indexed bonds, thoroughly in- 
dexing the tax system, and removing legal impediments to the use of in- 
dexed  contract^.^' Government indexation would likely be followed by 
increased private sector indexation. For instance, the absence of privately 
issued indexed annuities is doubtless one of the major sources of private 
sector concern about inflation; private insurance companies would proba- 
bly start selling such annuities as soon as government indexed bonds were 
available. Legal restrictions also play a role in slowing indexing innovation. 
For instance, despite the proliferation of new forms of mortgage in the last 
decade, there has been only one issue of price level adjusted mortgages 
(PLAM's). It turns out that there are still legal impediments to their issue. 
HUD is currently considering proposals that would facilitate the issue of 
PLAM's.~~ 

Why should the government not index the economy as completely as 
possible to reduce the costs of inflation? Most governments have resisted 
indexation, typically arguing that it would be a 'confession of failure" in 
the fight against inflation 'and might easily have disruptive consequences" 
for the economy.23 The arguments fall into three categories: First, index- 
ation may affect expectations; second, it may make the government more 
willing to tolerate inflation; and third, indexation may reduce the stability 
of the economy.24 

The first and second arguments are essentially the same. If indexation 
reduces the costs of inflation, then the government is likely, when faced 
with any disturbance that requires it to contemplate an increase in the 

21. Since I am examining the benefits of price stability, I do not discuss innovations such as 
those of Irving Fisher (1920) and Robert Hall (1982) that would reduce the costs of inflation 
by removing inflation--either by redefining the monetary unit or by operating a commodity 
currency scheme. 

22. The proposal is described in 'Insurance of Indexed Mortgages: Docket No. R-84-1153, 
FR-1915, in the Federal Register, Vol. 49, No. 108, June 4, 1984. I am indebted to Huston 
McCulloch for this information. 

23. Report of the [Radcliffe] Committee on the Working of the Monetary System, 1959, 
para 573. 

24. See also Okun (1971). 
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price level, to permit more inflation. This suggests at the least that the gov- 
ernment would be willing to permit greater instability of the inflation rate 
if the system were fully indexed. 

Indexation also reduces the stability of the price level by affecting the 
slope of the Phillips curve. The Phillips curve becomes steeper, so that a 
given increase in the money stock translates in the short run into more 
inflation and less reduction in unemployment in an indexed than in a non- 
indexed economy. Similarly, it is well known that by making the real wage 
less flexible, indexation worsens the response of the economy to supply 
shocks: An adverse supply shock raises prices and reduces output more 
with indexed than with non-indexed wages. It is analytically possible to 
avoid this difficulty by tying wages to an index that excludes the effects of 
supply shocks, but such complicated indexation schemes have not yet 
been introduced. 

Widespread indexation of the returns on financial assets creates another 
potential source of instability of the price level. The larger the indexed 
component of the stock of financial assets, the smaller the nominal base of 
the system that serves to determine and, through the real balance effect 
maintain the stability of, the price level. For instance, if the returns on de- 
posits are indexed, then most of the money stock automatically accommo- 
dates itself to inflationary shocks.25 Similarly, because the national debt is 
indexed, inflationary shocks exert no stabilizing effect on the private sec- 
tor by reducing the real value of their assets. In the extreme, the only nomi- 
nal friction restraining inflation is the stock of currency, which in an 
inflationary economy will be 

These valid arguments all suggest that indexation would reduce the sta- 
bility of the price leveL2' It is a different matter to argue that indexation 
would also raise the average inflation rate. Indexation reduces the cost of 
inflation to the private sector by removing inflationary distortions. It also 
reduces the marginal benefit of inflation to the public sector, by removing 

25. This is the current situation in the Israeli economy. 
26. In the Israeli economy, with its current 300-400 percent per annum inflation, the stock 

of currency is less than 2.5 percent of GNP 
27. It is possible though that resolute monetary and fiscal policy could nonetheless main- 

tain the stability of the price level in an indexed economy. In Fischer (1983b) I found no 
significant difference between the inflationary responses of economies with and without in- 
dexation to the first oil shock. There was a statistically insignificant tendency for the exist- 
ence of bond indexation (present in Argentina, Brazil, France, and Israel in 1972) to worsen 
the inflationary response. 



44 Stanley Fischer 

the possibility of inflating away the public debt. The combined effect of 
these changes on the average inflation rate is uncertain.** 

The question of whether indexation causes a higher rate of inflation 
cannot be settled by pointing to the empirical association between index- 
ation and high inflation, because the causation is mutual. Nonetheless, 
while there are enough examples to show that the introduction of index- 
ation need not cause the rate of inflation to increase, inflation rates above 
the low double digits cannot be sustained without substantial indexation 
because the economic disruptions become too large. In this sense, index- 
ation is potentially inflationary. Even so, we do not know whether index- 
ation reduces economic well being. Are people better or worse off when 
there is more, but per unit less costly, inflation? 

Where does this leave the discussion of the benefits of price stability? 
Are higher rates of inflation with indexation an adequate substitute for 
price stability? The answer is no. Even with extensive indexation, the 
money triangle and the increased uncertainty associated with higher infla- 
tion rates (and increased aggregate price level uncertainty with indexation) 
remain as costs of inflation. Further, nominal institutions and methods of 
thinking and calculating a& so deeply entrenched in all economies- 
including the high-inflation economies-that the task of completely in- 
dexing the economy would take many years to implement. 

At the end of such a process, inflation would still be costly because it 
affects the payments mechanism and is associated with increased uncer- 
tainty and relative price variability. And the costs of inflation resulting 
from other distortions would still increase with the inflation rate, for in- 
dexation does not work well at high rates of inflation. Indexation lags have 
substantial distortionary effects at high rates of inflation. For instance, the 
price level is typically available with a one-month lag. Today's payments 
have to be made in today's dollars, and therefore cannot be tied to today's 
price level.*' If monthly inflation rates fluctuate between, say 5 percent 
and 15 percent, then there remains substantial uncertainty about the real 

28. Suppose that the average inflation rate is influenced by the costs and benefits of the 
always-exploitable short-run tradeoff between inflation and unemployment, as in Barro and 
Gordon (1983), or in a less extreme form of the analysis in which governments only some- 
times have short horizons. The problem is that the reduced cost of inflation to the private 
sector and reduced benefit to the public sector leave the effects of indexation on the govern- 
ment's utility function uncertain. 

29. They can, however, be tied to today's exchange rate, which is one reason indexation in 
high-inflation countries is frequently to the exchange rate. 
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value of even a price-indexed debt. Similarly, because of the lag in an- 
nouncing the price level, and then in adjusting the wage payment to the 
price level, wage indexation agreements leave considerable uncertainty 
about the real value of wages; the result is negotiation for retroactive wage 
adjustments. The potential solution to this difficulty of collecting prices 
more frequently may merely worsen the inflation problem.30 Tax index- 
ation, in particular, works badly in highly inflationary economies. 

I conclude that extensive indexation should be avoided, but not that in- 
flation should be made as painful as possible by removing all indexation- 
because no society can ensure stability of the price level, however devoted 
it is to that goal. It is important not to introduce indexing mechanisms that 
substantially increase the short run instability of the inflation process. It is 
probably most important not to index the returns on short-term deposits. 
Further, so long as inflation remains at reasonable levels, there is little rea- 
son for indexation of short-term nominal government debt. But some in- 
dexation beyond that already in place in the United States would be 
desirable. In particular, the government should issue indexed long-term 
government debt-as in Britain-to reduce the costs to the public from 
long-run uncertainty about the price level. Because tax regulations are 
changed infrequently, it would also be desirable to make the tax system 
inflation-neutral. 

, These changes would remove the major long-run costs of inflation with- 
out substantially affecting the short-run dynamics of the economy. Price 
stability would remain a goal of policy, to be traded off in the short run 
against unemployment, with due awareness on the part of the policyma- 
kers of the problem of dynamic inconsistency that can transform a se- 
quence of desirable short-run policy decisions into undesirable long-run 
outcomes.31 

Is that all? 

Surely inflation is associated with the decline of public morality, the rise 
and fall of nations, and more weighty matters than money triangles and 

30. In a heavily indexed system, the lags in wage and other adjustments are important 
elements in the dynamics of the inflationary process. 

31. The notion of dynamic inconsistency was introduced to macroeconomics by Kydland 
and Prescott (1977), and is seen by them and others as the main argument in favor of mone- 
tary rules. An alternative interpretation is that it can become a self-denying prophecy, by 
emphasizing to policymakers the difference between policy choices that are desirable in the 
short and the long run. 
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the efficiency of the price system. Buchanan and Wagner are merely more 
explicit than Keynes (1919), who claimed that Lenin declared "that the best 
way to destroy the Capitalist System was to debauch the currency" (p. 77)." 

The view that comparatively low rates of inflation are a serious problem 
is reflected also in the results of public opinion polls: Figure 2 shows the 
results of a University of Michigan Institute for Social Research poll ask- 
ing, "Which of the two problems-inflation or unemployment-do you 
think will cause the more serious economic hardship for people during the 
next year or so?" The inflation aversion index is defined to be the share of 
those answering "inflation" plus half the share of those answering 'both."33 
Note that the inflation aversion index was at its lowest level at the end of 
1982 as the recession reached its trough, and that concern over inflation 
began to increase as soon as unemployment stopped rising. Early in 1984, 
nearly as many people thought inflation would cause more hardship over 

FIGURE 2 
Inflation Aversion Index, Inflation, and Unemployment 
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32. Leijonhufvud (1981), Chapter 10, struggles with the view that economists' analyses of 
the costs of inflation miss the seriouhess of the issue. 

33. Fischer and Huizinga (1982) present an analysis of opinion poll results about inflation, 
including a regression that explains the behavior of the inflation aversion index, with changes 
in the unemployment rate and the expected rate of inflation as prime,&terminants of the 
index. In this article we also attempted to track down the common view that polls have shown 
people attribute inflation-caused increases in their incomes to their own merit rather than 
inflation. We found the evidence for this view weak-see the discussion sumunding 'lhble 4. 
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the next year as would unemployment, even though low rates of inflation 
were expected.34 

The views expressed in the opinion polls are probably a result of the mix- 
ture of genuine vulnerability of many people-holders of nominal assets 
and those whose nominal wages are fixed for the next year-to price level 
changes, and their failure to recognize that they also have nominal liabili- 
ties. Because wages are adjusted infrequently, even someone whose nomi- 
nal wage increase is adjusted for expected inflation is worse off the higher 
the inflation rate. 

More passionate concerns about inflation reflect the fear that it is a sig- 
nal of a society and a government out of control-and that hyperinflation, 
which destroys the "existing basis of societyn (Keynes, 1919, p. 78), waits at 
the end of the road.35 Accounts of hyperinflations make it clear that they 
were profoundly disturbing events, including most of the phenomena de- 
scribed by Buchanan and Wagner. 

But hyperinflation is not the inevitable result of low double-digit infla- 
tion. hiore likely, an equilibrium is established with the inflation rate fluc- 
tuating around a moderate level. But with no long-run tradeoff between 
inflation and unemployment, there is nothing favorable to be said for mod- 
erate rates of inflation except that they are costly to reduce. The inflation 
is itself costly because of the money triangle, uncertainty, relative price 
distortions, and institutional non-adaptations. The marginal cost of infla- 
tion is high enough for inflationary disturbances to be countered by con- 
tractionary policy. Society has at that point to make the hard choices it did 
not make at a lower inflation rate, and is in addition paying a price for 
having decided not to fight earlier. But none of this is to say that the costs 
of low rates of inflation, 5 percent or less, are such as to justify the typical 
inflationary rhetoric. 

34. Peretz (1983) reviews much of the recent evidence on the effects of inflation and mea- 
sures of output or unemployment on presidential popularity and voting patterns. 

35. It is sometimes pointed out that Hitler came to power during a period of high unem- 
ployment, and not as a direct result of the German hyperinflation. Keynes' dictum stands 
even so. 
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Commentary 

Robert L Shiller 

Fischer's paper is the culmination of a series of important papers (one 
jointly with John Huizinga and one with Franco Modigliani) in which he 
enumerated the various costs of inflation and attempted a quantitative 
evaluation of these costs. We have learned a great deal from these papers. 
The enumeration included not only the obvious costs but also some less 
obvious and less easily quantified ones. It was surprising to see how many 
costs that we do not usually consider may rank in importance with the 
obvious ones. This list of costs of inflation must surely be welcome to poli- 
cymakers who need some guidance as to what is important and what isn't. 

This list is of course not the list that we would really have liked to have: a 
list of the relative costs and benefits of policies to deal with inflation. The 
whole reason for enumerating the costs of inflation is, apparently, to pro- 
vide some guidance to policymakers. But by providing this enumeration, 
Fischer is not solving any of the fundamental problems in macroeconomic 
theory. These fundamental problems concern the interpretation of the cor- 
relations observed among macroeconomic variables in terms of a causal 
structure of the macroeconomy. 

His list of costs of inflation seems to include any costs that a) are correl- 
ated with inflation and b) sound in some loose, intuitive sense like a part of 
the inflation process itself rather than of some other part of the business 
cycle. The source of this intuitive sense is not always presented to the 
reader. He does not include costs associated with variables related to the 
level of economic activity that are correlated with inflation. 

Why does he not count wars as a cost of inflation? Wars are certainly 
correlated with inflation. Some of the fundamental economic problems 
that he associates with inflation might be transformed but not go away any 
more than wars would go away following an anti-inflationary policy. 

In spite of this undeniably fundamental problem with the interpretation 
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of his analysis, I do feel that by plunging ahead and making some account- 
ing of the costs, Fischer has taught us a lot, so that his series of papers, 
with their creative empirical work, ranks as one of the major contributions 
to monetary economics in the last decade. 

Apparently, from his accounting, the important costs of inflation are 
not what economists would think of first. Fischer points out that the pure 
economic cost of inflation, measured by welfare economists as the area of 
a certain triangle and representing the inconveniences that people suffer in 
economizing on cash balances, must be weighed against the welfare costs 
of other modes of taxation. In an earlier paper (1981b), Fischer presented 
some rough calculations, using Hausman's estimates of the ratio of excess 
burden to government revenue for labor income taxation, which suggested 
that a 9 percent inflation rate is probably too high. However, this conclu- 
sion appears to be rather imprecise, and it is certainly vulnerable to 
changes in transaction technology that might alter the demand curve for 
money. There is certainly no economic case against moderate inflation 
from these calculations. The cost of inflation that economists think of first, 
and which is clearly logically related to inflation, may not be a cost at all. 

As Fischer himself suggests, all the remaining costs of inflation are costs 
of phenomena that we do observe with inflation but that have no neces- 
sary logical connection with inflation. These remaining costs of inflation 
are placed into three categories: costs of institutional nonadaptations, 
costs of price level uncertainty, and costs of relative price variability. 

The institutional nonadaptations he refers to are apparently largely im- 
posed by governments: nonindexation of government debt, legal restric- 
tions preventing indexation of private debt, nonindexation of the tax 
system, and ceilings on nominal interest rates. The private sector institu- 
tional nonadaptations might be corrected if the government led the way. 
For example, he says that indexed private annuities would probably ap- 
pear if indexed government bonds existed. 

The price level uncertainty that he associates with inflation is also not 
necessarily logically connected with inflation. His scatter diagram in Fig- 
ure 1 shows that some high-inflation countries have had low price level 
uncertainty. The Okun-Flemming explanation of the correlation between 
inflation levels and inflation variance that he cites attributes it to a ten- 
dency for policy regime shifts to accompany inflation. Anyway, the costs 
of inflation would largely disappear if the economy were more fully in- 
dexed. We thus do not need to eliminate inflation to deal with this cost. 

The relative price variability that is associated with inflation is not logi- 
cally related with inflation either. He does not show here a scatter diagram 



(like his Figure 1) between inflation rates and the variance of relative price 
movements for various years, but his regression results in an earlier paper, 
with quarterly U.S. data from 1948 to 1980 (1981b), show an R2 of only 
around 0.4.' Thus, there are times of high inflation and low relative price 
variability. There is no reason to think that a deliberate policy of maintain- 
ing a higher inflation rate would cause higher relative price variability. In 
fact, his own econometric analysis (1981a) suggests that the observed cor- 
relation of relative price variability with inflation is largely due to the ef- 
fect on both of energy and food supply shocks, evidence of problems an 
anti-inflation policy would not eliminate. 

It's also not obvious that the relative price variability that tends to ac- 
company inflation is a cost and not a benefit. We must know what hap- 
pens to an appropriately defined measure of real income when inflation 
variability increases. There is a theorem in welfare economics that people 
are made better off by price level variability if their real income (measured 
using the stable prices before the variability) is not affected by the variabil- 
ity. Fischer addressed this issue before (1981a). 

Fischer concludes that this standard list of costs of inflation really 
amounts to nothing much at all, for inflations of moderate range or varia- 
bility, if the government takes steps to allow indexation. 

He says that the reason governments resist indexation is that they delib- 
erately wish to keep inflation painful to prove their resolve to contain it, 
and to constrain themselves from failing to do so. But I think that a more 
important reason may be that political systems do not deal well with prob- 
lems whose solutions are poorly understood by the public, due to what he 
calls 'nominal thinking." For example, the public has shown little interest 
in inflation-adjusted earnings figures even though these make eminently 
good sense. If the government were to revise its deficit accounting to take 
account of the erosion in the real value of private debt, the public might 
tend to view this as a trick. 

Fischer is right that nominal thinking is the core of the problem here. 
The source of all these institutional nonadaptations may ultimately be hu- 
man error: difficulty in comprehending the arithmetic of inflation correc- 
tion. The benefits of price stability here may thus be analogous to the 
benefits of our way of implementing daylight savings time: by setting 
clocks forward. We don't ask everyone individually to get up an hour 
earlier, come to work an hour earlier, etc., because people would find it 

1. Fischer (1981b), Table 3, p. 32. 
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difficult to subtract 1 from all the times on their schedule. How much 
more difficult than subtracting 1 from all the times on one's schedule it is 
to make all the necessary inflation corrections! Even for such a simple mat- 
ter as comparison shopping people must, in an inflationary'environment, 
remember not only prices but dates when prices were observed, as well as 
inflation rates over the various intervals. A result of inflation is thus that 
many simple errors are made (and this may be part of the reason for the 
correlation between inflation and relative price variability). Stable prices 
should be viewed as great simplifiers of our lives. 

Let me say something in closing about the quotation from Buchanan 
and Wagner at the beginning of Fischer's paper, a quotation thatcattributes 
a sort of cost to inflation that is not in Fischer's list, and a cost that is alleg- 
edly very big. I suspect that this quote would win widespread applause 
from the general public (though they might think it a little overstated), 
even if we economists are inclined not to take it seriously. Inflation, in this 
view, "increases the sense of felt injustice and causes alienation: and 
"prompts the behavioral respqnses that reflect a general shortening of time 
horizons. Enjoy, enjoy;" 

Despite the overstatement, there is something that seems possibly true 
in this statement: People do seem to regard inflation as a major injustice to 
them, and this sense of injustice might have some effect on their ideals or 
social commitment. The views of the common man are the issues here, 
and these may be described most accurately by relying on surveys that doc- 
ument actual, widely held views. 

The inflationary period since the mid-1960s has in fact been a period of 
increasing alienation. The Hams Poll has since 1966 asked a battery of 
questions aimed at gauging the level of alienation: 'The rich get richer and 
the poor get poorer: "Most people with power try to take advantage of 
people like your~elf,~ etc. The level of alienation as indicated by agreement 
with such statements has shown a steady increase since 1966.2 Poll ana- 
lysts Lipset and Schneider thought that this increase in alienation was re- 
lated to inflation: 'The effects of inflation can be seen clearly: It decreases 
optimism and increases pessimism about peoples' lives, the country, and 
the econ~my."~ 

Katona (1975) has provided a useful summary of the lessons fiom 30 
years of data collected by the Survey Research Center of the Institute for 
Social Research at the University of Michigan. People, he said, resent price 

2. See Lipset and Schneider (1983), p. 110. 
3. Ibid., p. 145. 



increases. Someone has cheated them, they think, when an item they are 
interested in has a higher price than it had a month or two earlier: "'Right' 
or 'normal' prices, as well as prices which are 'too high' have psychological 
meaning even though from an economic point of view they are undefin- 
able  concept^."^ 

One might have thought that the sense of injustice comes largely from 
the creditors (particularly those who lent ,to the government), but this 
point is not mentioned by Katona. An important factor contributing to the 
actual sense of injustice is that people do not see their own wage increases 
as part of an inflationary process, but tend to interpret the increases in- 
stead as the result of their own accomplishments. This fact has been 
widely mentioned, but the survey data that are the source of the observa- 
tion are not widely cited. In Survey Research Center surveys taken in 
1968-70, those respondents who said their income was higher than it was 
four years ago were asked why they were now making more. Of the respon- 
dents, 44 percent answered in terms of their own efforts: "Did good job, 
worked hard, deserved increase, advance in career, acquired more skill, ex- 
perience, or changed job to a better one." Only 25 percent answered in 
terms of references to external causes, such things as inflation, business 
conditions, or labor unions. Only 6 percent mentioned inflation per se as 
the cause of their wage increase.$ 

Respondents were asked who is hurt most by inflation. "Overwhelm- 
ingly, people replied that poor people or the little man was hurt most, and 
only one out of five mentioned people with fixed or stable incomes. . . . 
Practically nobody said that lenders lose and borrowers profit from infla- 
tionP6 

Fischer and Huizinga (1982) looked at other survey evidence regarding 
the 'misunderstanding hypothesis: the idea that people fail to see the con- 
nection between their own income increases and inflation. They summa- 
rize the evidence for this hypothesis as "mixed." However, none of the 
survey evidence cited there repeated Katona's question asking respondents 
to come up with a reason why their income increased. Every survey ques- 
tion they cited directly asked respondents to assess the effects of inflation 
on income. It's not inconsistent with the misunderstanding hypothesis 
that people answer as they do to such question. 

4. Ibid. 
5. Ibid., p. 191. Katona reported a lower proportion who attributed their wage increases to 

their own efforts in surveys taken in Europe, so that what we observe here may to some ex- 
tent be a cultural phenomenon in the United States. 

6.  Ibid., p. 142. 
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The perceived costs of inflation by a public that thinks inflation is the 
No. 1 problem in the country7 have little relation to the actual costs of 
inflation, and this perception may have important consequences. Well be 
happy to leave this dilemma to the policymakers themselves. 
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3 
Estimated Tradeoffs Between Unemployment 

and Inflation 

Ray C Fair 

An important question in macroeconomics is the size of the tradeoff 
between unemployment and inflation. I have been asked by the organizers 
of this symposium to consider this question, and so this is yet another pa- 
per on the tradeoff issue. Given an econometric model of price and wage 
behavior, it is straightforward to compute the tradeoff. The key problem is 
finding the model that best approximates the unknown structure, and this 
problem is the focus of this paper. 

Three models of price and wage behavior are considered. The first, 
Model 1, is the one contained in my macroeconomic model of the United 
States (Fair, 1984). The second, Model 2, is one that is closer to what might 
be considered the standard model in the literature. The third, Model 3, is 
one in which there is no long-run tradeoff between unemployment and 
inflation. Model 3 is Model 2 with a certain restriction on the coefficients. 

The paper is organized as follows. Some methodological issues are dis- 
cussed first. The models are then presented, estimated, and tested. The 
unemployment-inflation tradeoffs implied by each model are then pre- 
sented, and the final section contains a general evaluation of the results 
and a discussion of their consequences for macroeconomic policy and 
research. 

Some methodology 

It will be useful to present a few of my views about macroeconomic re- 
search before launching into the specification of the equations. The first 
issue concerns how much information one expects to get out of macro 
time series data. Consider, for example, the question of which demand var- 
iable to use in a price or wage equation. My experience is that macro data 
are not capable of discriminating among many different measures of 
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demand. Similar results are obtained using such variables as the overall 
unemployment rate, the unemployment rate of married men, various 
weighted unemployment rates, various output gaps, and various nonlin- 
ear functions of these variables.' It is also difficult to discriminate among 
alternative lag distributions for the explanatory variables, a point made by 
Griliches (1968) many years ago and one that still seems valid. 

If one feels, as I do, that macro data contain a fairly limited amount of 
information, the obvious procedure to follow in econometric work is to 
keep the specifications simple. If the data cannot discriminate among al- 
ternative detailed specifications, there is no sense in making detailed speci- 
fications in the first place. One should also avoid making strong inferences 
from results that are sensitive to alternative specifications among which 
the data may not be able to discriminate. This is an obvious point, but it is 
perhaps worth emphasizing. In particular, note that one should be wary 
about making strong conclusions regarding the validity of a model's long- 
run properties. This is because long-run properties are likely to be sensitive 
to alternative lag distributions, which are in turn likely to be difficult to 
discriminate among. 

The approach of keeping macro specifications fairly simple is at odds 
with the approach of Robert Gordon and George Perry, two of the leading 
figures in the field of price and wage behavior. Gordon's specifications are 
characterized by the use of high-order polynomial distributed lags with 
long lag lengths, the use of detailed dummy variables, and considerable 
work in the construction of many of the explanatory variables. One reason 
that Gordon's specifications change so much from year to year is probably 
that they are too detailed to be supported by the data. New data seem to 
imply a change in specification when in fact no specification for a given 
year is really supp~rted.~ Perry's specifications are also usually somewhat 
involved, especially with respect to the choice of the demand variable and 
the use of dummy variables3 It will be clear in what follows that my speci- 
fications are simpler than those of Gordon and Perry, and one should keep 
in mind my reason for this difference. 

Another view I have about macroeconomic research is that there have 
been too few attempts to test one model against another. One reason there 

- 

1 .  See, for example, the discussion in Fair (1978), pp. 176-80, and in Fair (1984), p. 128-29. 
2. A minor but illustrative example of Gordon's changing specifications concerns the use 

of dummy variables for the Nixon control period. In Gordon (1980) one dummy variable is 
used, which is 0.67 for 1971:III-1972:IV, - 1.0 for 197411-19753, and 0.0 otherwise. In Gor- 
don and King (1982) two variables are used. One is 0.8 for 1971:III-1972:II and 0.0 otherwise, 
and,the other is 0.4 for 1974:II and 19753, 1.6 for 1974111 and 1974:IV, and 0.0 otherwise. 

3. See, for example, the specifications in kny (1980). 
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is currently so much disagreement in macroeconomics is probably that 
there has been so little testing of alternative specifications. I developed a 
few years ago a method for testing alternative models (Fair [1980]), and 
this is the method that I have used in this paper to compare the three 
models of price and wage behavior. One of the premises upon which this 
method is based is that all models are at least samewhat misspecified. An 
important feature of the method is that it accounts for the effects of mis- 
specification in making the comparisons across models. 

Finally, my approach in examining macroeconomic issues is to specify 
and estimate structural equations. A few years ago this was standard oper- 
ating procedure, but it is now somewhat out of fashion. Some have turned 
to vector autoregressive equations, while others have turned to reduced 
form equations. In his recent work, for example, Gordon has switched to 
estimating reduced form price  equation^.^ The reduced form approach ig- 
nores potentially important restrictions on the reduced form coefficients, 
and in this sense it is inefficient. Also, it is not possible in Gordon's recent 
work to know whether a variable that is added to the reduced form price 
equation belongs in the structural price equation, in the structural wage 
equation, or in both. Important questions about the wage-price process are 
simply left unanswered when only reduced form equations are estimated. 
For example, one important question with respect to a particular set of 
structural wage and price equations is whether the implied behavior of the 
real wage is sensible, and this question cannot be answered by the reduced 
form approach. Real wage behavior is considered below. 

The three models 

Model I 
Model 1 is the model of price and wage behavior in my U.S. model. The 

following is a brief discussion of it. A more complete discussion is con- 
tained in Fair (1984). Firms in the theoretical model are assumed to set 
prices and wages in a profit-maximizing context. They have some monop- 
oly power in the short run in their price- and wage-setting behavior. Rais- 
ing their prices above prices charged by other firms does not result in an 
immediate loss of all their customers, and lowering their prices below 
prices charged by other f i s  does not result in an immediate gain of every- 
one else's customers. There is, however, a tendency for high-price firms to 
lose customers over time and for low-price firms to gain customers. Similar 
statements hold for wages. Firms expect that the future prices and wages 

4. See, for example, Gordon (1980) and Gordon and King (1982). 
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of other f i s  are in part a function of their own past prices and wages. 
Since a firm's market share is a function of its price relative to the prices of 
other firms, its optimal price strategy depends on this relationship. Expecta- 
tions of firms are in some cases determined in fairly sophisticated ways, but 
none of the expectations are rational in the Muth sense. Firms do not know 
the complete model, and their expectations can turn out to be incorrect. 

There are five main decision variables of a firm in the theoretical model. 
In addition to the firm's price level and wage rate, the variables are the 
firm's production, investment, and demand for employment. These deci- 
sion variables are determined by solving a multiperiod maximization prob- 
lem. The predetermined variables that affect the solution to this problem 
include (1) the initial stocks of excess capital, excess labor, and inventories, 
(2) the current and expected future values of the interest rate, (3) the cur- 
rent and expected future demand schedules for the f i ' s  output, (4) the 
current and expected future supply schedules of labor facing the firm, and 
(5) expectations of other firms' future price and wage decisions. 

The transition in macroeconomics from theoretical models to econo- 
metric specifications is usually difficult, and the present case is no excep- 
tion. The aim of the econometric work is to try to approximate the 
decision equations of the firms that result from the solutions of the maxi- 
mization problems. The empirical work for the price and wage equations 
consisted of trying the variables listed above, directly or indirectly, as ex- 
planatory variables. Observed variables were used directly, and unob- 
served variables were used indirectly by trying observed variables that 
seemed likely to affect the unobserved variables. The main unobserved 
variables are expectations. 

I will not review here the work that led to the final estimated equations; 
this is discussed in Fair (1984, pp. 126-31). The final estimated equations 
are presented in Table 1. The equations are in log form. The explanatory 
variables in the price equation include the price level lagged once, the 
wage rate inclusive of employer Social Security taxes, the price of imports, 
and the unemployment rate lagged once. The unemployment rate is taken 
to be a proxy for the current and expected future demand schedules for the 
firms' output. For the work in Fair (1984) an alternative measure of de- 
mand was used, which was a measure of the real output gap. As noted 
above, a variety of demand variables work about equally well. The unem- 
ployment rate was used in this paper in order to make the tradeoff calcula- 
tions below somewhat simpler. The other three variables in the price 
equation are taken to be proxies for expectations of other firms' price deci- 
sions. Increases in the lagged price level, the wage rate, and the price of 
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&pendent 
Variable 

TABLE 1 
The Price and Wage Models 

Sample Period is 1954:E1984:1(121 observations) 
Explanatory Variables 

Model I 

log pt const. 10gP,.~ log W,(l +dJ log PIM, UR,, SE DW 
2SLS ,159 ,937 ,0268 ,0335 -.205 .00377 1.75 

(7.32) (107.01) (6.33) (1 1.05) (6.19) 

Models 2 and 3 
log PI - 10gPr-I const. 10gP:-I - logP,t log Wr-1(1 +d+3 logPIMr-l 

- log Wt-s(l +dr-d - I O ~ P I M ~ - ~  

Model 2: OLS - ,00260 ,293 ,146 ,0582 ,00404 2.04 
(2.07) (3.73) (5.27) (5.78) 

Model 2: 3SLS - ,00264 ,292 ,147 ,0578 ,00404 2.04 
(2.11) (3.72) (5.31) (5.74) 

Model 3: 3SLSb - .00536 ,323 ,191 ,0461 ,00415 2.04 
(5.48) (4.14) (7.77) (4.87) 

log Wr - log WCr const. log P,I - log P,-J URr 

Model 2: 2SLS ,0142 ,175 -.I14 ,00565 1.96 
(7.48) (8.69) (3.27) 

Model 3: 3SLSb .OM4 .221 -.I51 ,00578 1.87 
(7.60) (4.50) 

Notes: t-statistics in absolute value are in parentheses. 
Toefficient constraint (4) in text imposed on the equations. 
bCoefficient constraint (10) in text imposedon the equations. 
OLS - ordinary least squares 
2SLS = two stage least squares 
3SLS = three stage least squares 
Fint stage regresson: 
A = second basic set of variables in Fair (1984), Table 6-1, p. 228. 
Model 1,2SLS, log P, eq. : A minus ZZ,-I plus log (1 +dJ. (ZZ is a demand pressure vanable.) 
Model 1, 2SLS, log W, eq.: A plus log PX,I. (PX is a price deflator.) 
Model 1,3SLS : Aplus log (1 +dJ plus log PX,I. 
Model 2, 2SLS : A plus log PX,l plus log Pl., - log P,s. 
Models 2 and 3,3SLS : A plus log (1 +dJ plus log PX,, plus log PI-, - log Pl-5 plus log 

PIM,I - log PIM,3 plus log Wt.1(1 +d,l) - log W1-5(1+ d+s) plus 
log P,, - log P1.2 

Varabie Nototion in Fair (1984) Description 

dt kg + &I Employer social security tax rate 
pl pr Price deflator for private nonfarm output 

P ~ I  PIM Pnce deflator for imports 
URt UR Civilian unemployment rate 
wt w i Average hourly earnings excludulg overtime of workers 

in the private sector 
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imports are assumed to lead to expectations of future price increases, 
which in the theoretical model lead to an increase in current prices. 

The explanatory variables in the wage equation include the wage lagged 
once, the current price level, the price level lagged once, a time trend, and 
the unemployment rate. The unemployment rate is taken to be a proxy for 
the current and expected future supply schedules of labor facing the firms. 
The lagged wage variable and the current and lagged price variables are 
taken to be proxies for expectations of other firms' wage decisions. In- 
creases in these variables are assumed to lead to expectations of future 
wage increases, which in the theoretical model lead to an increase in cur- 
rent wages. The time trend was added to account for trend changes in the 
wage rate relative to the price level. The inclusion of the time trend is im- 
portant, since it helps identify the price equation. Aside from the different 
lags for the unemployment rate, the time trend and the lagged wage rate 
are the only two variables not included in the price equation that are in- 
cluded in the wage equat i~n.~ 

Before discussing the estimates, a constraint that was imposed on the 
real wage rate needs to be explained. It does not seem sensible for the real 
wage rate (Wt/Pt) to be a function of either W, or P, separately, and in order 
to ensure that this not be true, a constraint on the coefficients of the price 
and wage equations must be imposed. The relevant parts of the two equa- 
tions are 

( 1 )  log PI = p, log PI-1 + 02 log W, + . . . 

From these two equations, the equation for the real wage is 

log W, - log P, = 
1 

1 - 0272 n ( 1 - 02) log wt-l 

5.  There is one slight difference between the wage equation here and the one in Fair (1984). 
The same price deflator is used in both equations here (the private nonfarm deflator), 
whereas a different price deflator is used in the wage equation in Fair (1984) (the private 
deflator, both farm and nonfarm). This difference is not important in the sense that the data 
cannot discriminate between the two, and the simpler specification was used here for ease of 
interpretation. 
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In order for the real wage not to be a function of the wage and price levels, 
the coefficient of log W,-I in (3) must equal the negative of the coefficient 
of log P,-,. This requires that 

Three sets of estimates of Model 1 are presented in Table 1. The estima- 
tion technique for the first set is two-stage least squares (2SLS), and the 
estimation technique for the second and third sets is three-stage least 
squares (3SLS).6 Restriction (4) is imposed for the third set, but not for the 
first and second. The endogenous variables in the price equation are log P, 
and log W,, and the endogenous variables in the wage equation are log W,, 
log P,, and UR,. UR, is taken to be an endogenous variable even though no 
equation is specified for it in this paper. It is an endogenous variable in my 
U.S. model. The first-stage regressors that were used for the estimates are 
discussed in the notes to Table 1. The basic set of variables referred to in the 
notes consists of 34 variables. These are the main predetermined variables 
in my U.S. model. The 2SLS estimated residuals were used for the estima- 
tion of the covariance matrix of the error terms that is needed for the 3SLS 
estimates. The correlation coefficient for the error terms in the two equa- 
tions was - 0.299. 

The data base used in Fair (1984) was updated through 1984:I for the 
results in this paper. The estimation period for all the equations in Table 1 
is 1954:I-1984:I, which is a total of 121 observations. 

The three sets of estimates of Model 1 are quite close, and there is little 
to choose among them. The coefficient restriction (4) is clearly supported 
by the data. The value of the 3SLS objective function was - 96.471 for the 
unrestricted estimates and - 96.567 for the restricted estimates, for a dif- 
ference of only 0.096. This difference is asymptotically distributed as x2 
with one degree of freedom, and the 0.096 value is far below the critical x2 
value at the 95 percent confidence level of 3.84. 

Model 1 differs from traditional models of wage and price behavior in a 
number of ways, and it will be useful to discuss two of these differences. 
First, most price and wage equations are specified in terms of rates of 
change of prices and wages rather than in terms of levels. Given the theory 
behind Model 1, the natural decision variables seemed to be the levels of 

6.  All calculations for this paper, except for those in the section on properties of the models, 
were done using the Fair-Parke program. The Parke (1982) algorithm was used to compute 
the 3SLS estimates. 
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prices and wages rather than the rates of change, and so this was the speci- 
fication used. For example, the market share equations in the theoretical 
model have a firm's market share as a function of the ratio of the firm's 
price to the average price of other firms. These prices are all price levels, 
and the objective of the firm is to choose the price level path (along with 
the paths of the other decision variables) that maximizes the multiperiod 
objective function. A firm decides what its price level should be relative to 
the price levels of other firms. The use of levels instead of rates of change 
has important consequences for the long-run properties of the model. This 
is discussed below. 

Second, most price equations are postulated to be markup equations, 
where little or no demand effects are expected. Wage equations are postu- 
lated to be the ones where demand effects are most likely to exist. Model 1 
is to some extent the reverse of this. The unemployment rate has a larger 
coefficient estimate (in absolute value) and is more significant in the price 
equation than in the wage equation. Also, the coefficient estimate of the 
wage rate in the price equation is too small to be interpreted as a markup 
coefficient. The theory behind the price and wage equations is not a 
markup theory, and so there is no reason to expect the estimated equations 
to have properties of markup equations. The equations do not appear to 
have such properties. 

Model 2 

As just noted, price and wage equations are typically specified in terms 
of rates of change of prices and wages rather than in terms of levels, and 
price equations are typically specified to be markup equations. This speci- 
fication has been used for Model 2. I tried a number of equations that 
seemed consistent with this specification. The final equations are pre- 
sented in Table 1. 

The equations for Model 2 are in log form. The quarterly change in 
price is a function of the quarterly change in price lagged once, the four- 
quarter change in the wage rate lagged once, and the two-quarter change 
in the import price deflator lagged once. The quarterly change in the wage 
is a function of the four-quarter change in the price level lagged once, and 
of the unemployment rate. These equations are consistent with the inter- 
pretation of the price equation as a markup equation and of the wage 
equation as the one in which demand effects appear. The unemployment 
rate appears in the wage equation but not in the price equation. It was of 
the wrong sign and not significant when included in the price equation 
(both the current rate and the rate lagged one quarter were separately 
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tried). The following is a discussion of some of the experimentation behind 
the choice of the final equations. 

The data seemed to support the use of the four-quarter change in the 
wage lagged once in the price equation. When the four one-quarter 
changes, log WJl + dt-i) - log Wt-i-l(l + dt+,), i = 1,2, 3,4, were used 
in place of the four-quarter change, the coefficient estimates and t- 
statistics were: 0.139 (2.33), 0.144 (2.41), 0.181 (3.00), and 0.120 (1.97). 
These coefficients seemed close enough to warrant simply using the four- 
quarter change. When the one-quarter change unlagged was included 
with the other four one-quarter changes, it was not significant (coefficient 
estimate of 0.071, with t-statistic of 1.17). Similarly when the one-quarter 
change lagged five quarters was included with the other four, it was not 
significant (coefficient estimate of - 0.001, with t-statistic of - 0.02). The 
data seemed to support the use of the two-quarter change in the price of 
imports lagged once. When the one-quarter changes lagged once and 
twice were used in place of the two-quarter change, the coefficient esimta- 
tes and t-statistics were 0.0674 (3.20) and 0.0477 (2.03). 

The quarterly change in the wage rate lagged once was not significant 
when added to the wage equation. The t-statistic was only - 0.49. The use 
of the four-quarter change in the price in the wage equation was supported 
less than was the use of the four-quarter change in the wage in the price 
equation, but the four-quarter change in the price was used in the wage 
equation anyway. When the four one-quarter changes were used in place 
of the four-quarter change, the coefficient estimates and t-statistics were 
0.249 (2.22), 0.126 (1.07), -0.017 (-0.14), and 0.352 (2.94). When the 
one-quarter change unlagged was included with the other four one- 
quarter changes, it was not significant (coefficient estimate of 0.110, with 
t-statistic of 0.72). Similarly, when the one-quarter change lagged five 
quarters was included with the other four, it was not significant (coeffi- 
cient estimate of - 0.120, with t-statistic of - 1.05). When the one-quarter 
changes lagged five and six quarters were included with the other four, the 
coefficient estimates and t-statistics were - 0.099 (0.84) and - 0.079 
(0.72). There is thus no evidence that price changes lagged more than four 
quarters belong in the wage equation. 

Two sets of estimates of Model 2 are presented in Table 1. The estima- 
tion techniques for the first set are ordinary least squares for the price 
equation and 2SLS for the wage equation. The estimation technique for 
the second set is 3SL.S. There are no endogenous explanatory variables in 
the price equation. The unemployment rate in the wage equation was 
taken to be an endogenous variable. The two sets of estimates are very 
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close. The correlation coefficient for the error terms in the two equations 
was only 0.030, and so very little was gained by using 3SLS. Comparing 
the single-equation fits with those for Model 1, the price equation has a 
larger standard error (0.00404 versus 0.00377) and the wage equation has 
a smaller standard error (0.00565 versus 0.00581). 

Model 3 

As will be seen in a later section, there is a tradeoff between the unemploy- 
ment rate and inflation implicit in Model 2.7 There is, however, a restriction 
that can be placed on the coefficients of Model 2 that implies no long-run 
tradeoff. Model 3 is Model 2 with this restriction imposed. The restriction is as 
follows. Let Ijt ,  = log Pt-i - log P,,-~ and \ir, = log W,, - log Wt-i-,, i = 0, , 
1, . . . ,4. Write the price and wage equations of Model 2 as 

where Z, = pa + P2[log(l + dGl) - log(1 + dt-5)] + P3(log PIMt-l - log . . PIM,-3). Consider now a steady state where p = = pt-l = . . . , w = w, = 
i t - ,  = . . ., Z = Z, = &-I = . . ., and UR = UR, = URt-1 . . . . In this case 
(5) and (6) can be written 

Substituting (8) into (7) and rearranging terms yields 

7. There is a tradeoff in the sense that given the two estimated equations of Model 2, a 
change in the unemployment rate leads to a finite long-run change in the rate of inflation. 
This assumes that the structure of the wage and price equations is stable over time. For exam- 
ple, part of what the equations are picking up are effects of expectations of future wage and 
price behavior on current behavior. If the expectation mechanism that is approximated by 
the equations changes, for whatever reason, the stability assumption is violated. Sargent 
(1971) has stressed the fact that estimated coefficients of lagged dependent variables in wage 
and price equations are picking up both the effects of lagged values on expected future values 
and the effects of expected future values on current values. Without extra assumptions, it is 
not possible to separate the two kinds of effects. For present purposes it is unnecessary to do 
this if one is willing to make the above stability assumption, as is done here. 
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there is no long-run tradeoff, and this is the restriction that was imposed 
on Model 3. 

The estimates with this restriction imposed are presented in Table 1. The 
equations were estimated by 3SLS, where UR, was treated as an endoge- 
nous variable. The value of the 3SLS objective function was - 116.669 for 
the unrestricted estimates and -' 128.525 for the restricted estimates, for a 
difference of 11.856. Again, this difference is asymptotically distributed as 
X2 with one degree of freedom. The 11.856 value is considerably above the 
critical x2 value at the 95 percent confidence level of 3.84, and so the re- 
striction is not supported by the data. The single equation fits for the price 
and wage equations are 0.00415 and 0.00578 for the restricted estimates, 
which compare to 0.00404 and 0.00565 for the unrestricted estimates. 

Given the coefficient estimates of Model 3 and given an assumption about 
the long-run value of Z, one can compute the value of the unemployment rate 
(say UR*) for which inflation neither accelemtes nor decelerates. Under the as- 
sumption that the long-run growth rate of 4 is zero and that the long-run 
growth rate of the import price deflator is 7.0 percent at an annual rate, the 
value of UR* is 6.25 percent. This value is simply computed by solving the 
equation 0 = Z + 4P2y0 + 4P2y2UR for UR. The long-run rate of change of 
the price level that corresponds to this value of UR is 3.39 p e m t  at an annual 
rate. The corresponding growth rate for the nominal wage is 5.06 percegt, and 
the corresponding growth rate for the real wage is 1.62 percent. 

A comparison of the models 

Although the s i i e  equation fits are available fmm Zble 1, these fits are not 
the appmpriate criterion for comparing the models. Among other things, they 
do not test for the dynamic accuracy of the models, and they do not account in 
an explicit way for the possible missWcation of the models. The method in 
Fair (1980) can be used to compare models, and this method is used in this sec- 
tion to compare the three models. 

The method accounts for the four main sources of uncertainty of a forecast: 
uncertainty due to 1) the emr terms, 2) the coefficient estimates, 3) the exoge- 
nous variables, and 4) the possible missmcation of the model. Because it ac- 
counts for these four sources, it can be used to make comparisons across models. 
In other words, it puts each model on an equal footing for 
purposes of comparison. Exogenous variable uncertainty is not a problem 
in the present case because each model has the same exogenous variables, 
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namely d, and PIM,. Therefore, exogenous variable uncertainty has not 
been taken into account: both d, and PIM, have been assumed to be 
known with certainty. The following is a brief outline of the method except 
for the part pertaining to exogenous variable uncertainty. 

The method 

Assume that the model has m stochastic equations, p unrestricted coef- 
ficients to estimate, and T observations for the estimation. The model can 
be nonlinear, simultaneous, and dynamic. Let S denote the covariance 
matrix of the error terms, and let V denote the covariance matrix ofJhe 
coefficient estimates. S is m x m and V is p x p. An estimate of S, say S, is 
( ~ I T ) u ~ ' ,  where U is an m x T matrix of estimated errors. The estimate of 
V, say V, depends on the estimation technique used. Let & denote a p- 
component vector of the coefficient estimates, and let ut denote an m- 
component vector of the error terms for period t. 

Uncertainty from the error terms and coefficient estimates can be esti- 
mated in a straightforward way by means of stochastic simulation. Given 
assumptions about the distributions of the error terms and coefficient esti- 
mates, one can draw values of both error terms and coefficients. For each 
set of values the model can be solved for the period of interest. Given, say, J 
trials, the estimated forecast mean and estimated variance of the forecast 
error for each endogenous variable for each period can be computed. Let 
qitk denote the estimated mean of the k-period-ahead forecast of variable i, 
where t is the first period of the forecast, and let 3& denote the estimated 
variance of the forecast error. yitk is simply the average of the J predicted 
values from the J trials, and Ztk is the sum of squared deviations of the 
predicted values from the estimated mean divided by J. 

It is usually assumed that the distributions of the error terms and coeffi- 
cient estimates are normal, although the stochastic-simulation procedure 
does not require the normality assumption. The normality assumption has 
been used for the results in this paper. Let u; be a particular draw of the 
error terms for period t, and let a* be a part!cular draw of the coefficients. 
The distribution of ( is assumed to be N(O,S), and the distribution of a* is 
assumed to be N(&,?). 

Estimating the uncertainty from the possible misspecification of the 
model is the most difficult and costly part of the method. It requires suc- 
cessive reestimation and stochastic'simulation of the model. It is based on 
a comparison of estimated variances computed by means of stochastic 
simulation with estimated variances computed from outside-sample 
(i.e., outside the estimation period) forecast errors. Assuming no 
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stochastic-simulation error, the expected value of the difference between the 
two estimated variances for a given variable and period is zero for a correctly 
specified model. The e x h d  value is not in general zero for a misspecified 
model, and this fact is used to try to account for misspecification. 

Without going into details, the basic procedure is to estimate the model 
over a number of different estimation periods and for each set of estimates 
to compute the difference between the two estimated variances for each 
variable and length ahead of the forecast. The average of these differences 
for each variable and length ahead provides an estimate of the expected 
value. Let iik denote this average for variable i and length ahead k. Given 
dik, the final step is to add it to Ztk. This sum, which will be denoted &, is 
the final estimated variance. Another way of looking at hik is that it is the 
part of the forecast-error variance not accounted for by the stochastic- 
simulation e~timate.~ 

The results 

Table 2 contains the results. The values in the a rows are stochastic- 
simulation estimates of the forecast standard errors based on draws of er- 
ror terms only. The values in the b rows are based on draws of both error 
terms and coefficients. The results are based on 500 trials for each of the 
two stochastic sir nu la ti on^.^ The simulation period is 1982:II-1984:I. In 
terms of the above notation, the b-row values are values of Zt,. Each model 
consists of three equations: the price equation, the wage equation, and an 
identity determining the real wage, WIT! 

For the misspecification results, each model was estimated and stochas- 
tically simulated 37 times.1° For the first set, the estimation period ended 

8. Strictly speaking, d ,  is not a measure of the misspecification of the model (for the k- 
period-ahead forecast of variable i).-Misspecification can affect the stochastic simulation esti- 
mate of the variance, (2 ), and d,k is merely the effect of misspecification on the total 
variance not reflected in Zk. For purposes of comparing the models, it does not matter how 
much of the misspecification is in 4,,. The variance that is used for comparison is the total 
variance, &. 

9. The 3SLS estimates of each model were used for these simulations, including the 3SLS 
estimates of S and V. The errors in 'Eible 2 are in units of percent of the forecast mean. See the 
discussion in Chapter 8 in Fair (1984) for the exact way in which the percentage errors are 
computed. 

10. Because the OLS-2SLS and 3SLS estimates of Model 2 were so close for the results in 
Table 2, the OLS-2SLS techniques were used for the successive reestimation for Model 2. Esti- 
mating a model 37 times by 3SLS is expensive, and for Model 2 it seemed unnecessary to do 
this. The estimate of V for the OLS-2SLS techniques was assumed to be block diagonal for 
purposes of the stochastic simulation draws. Both Models 1 and 3 were estimated 37 times by 
3SLS. 
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TABLE 2 
Estimated Standard Errors of Forecasts for 1982:II-1984:I 

for the Three Models 
1982 1983 1984 

II III I v I I1 III IV  I 

Price level (P) , . 

Model 1: a .37 .51 .61 .69 .75 .78 .83 .86 
b .37 .54 .67 .79 .87 .98 1.03 1.15 
d .SO .83 1.11 1.47 1.84 2.21 2.55 2.94 

Model 2: a .41 .66 
b .39 .68 
d .53 .99 

Model3: a .41 .70 
b .43 .73 
d .49 .85 

Nominal wage (W) 

Model I: a 
b 
d 

Model 2: a 
b 
d 

Model 3: a 
b 
d 

Real wage W/P) 

Model I:a 
b 
d 

Model 2: a 
b 
d 

Model 3: a 
b 
d 

Notes: a - Uncertainty due to error terms. 
b P Unartainty due to error terms and coefficient estimates. 
c - Uncertainty due to error terms. coefficient estimates, and the possible m'upecification of the model. 
Errors are in percentage points. 

in 1974:IV and the simulation period began in 1975:I. For the second 
set, the estimation period ended in 1975:I and the simulation period 
began in 1975:II. For the final set, the estimation period ended in 
1983:IV and the simulation period began in 1984:I. The beginning 
quarter was 1954:I for all estimation periods. The length of the first 30 
simulation periods was eight quarters. Since the data set ended in 
1984:1, the length of the 31st simulation period, which began in 
1982:III, was only seven quarters. Similarly, the length of the 32nd per- 
iod was six, and so on through the length of the 37th period, which was 
only one quarter. For each of the 37 sets of estimates, new estimates of 
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V and S were obtained. Each of the 37 stochastic simulations was based on 
200 trials. 

The results produced for the one-quarter-ahead forecast for each of the 
three endogenous variables 37 values of the difference between the esti- 
mated forecast-error variance based on outside-sample errors (i.e., the 
squared forecast errors) and the estimated forecast-error variance based on 
stochastic simulation. The average of these 37 values was taken for each 
variable. In terms of the above notation, this average is ail, where i refers to 
variable i and the 1 refers to the one-quarter-ahead forecast. The total vari- 
ance for the one-quarter-ahead forecast of variable i is qt, + a,,, which in 
terms of the above notation is gt,. For the results in Table 2, t is 1982:II, 
and the d-row value for 1982:II for each variable is the square root of gtI. 
The calculations for the two:-quarter-ahead forecasts are the same except 
that there are only 36 values of the difference between the two estimated 
variances for each variable. Similarly, there are only 35 values for the 
three-quarter-ahead forecast, and so on. 

The d-row values in Table 2 can be compared across models. For both 
the price level and the nominal wage, Model 1 is the clear winner. It has 
the lowest standard errors for all the periods except for the one-quarter- 
ahead forecast of the price level, where the standard error is 0.50 for 
Model 1 and 0.49 for Model 3. By the end of the eight-quarter horizon, 
the differences in the standard errors are fairly large:,For the price level, 
the eight-quarter standard errors are 2.94 for Model l,4.51 for Model 
2, and 3.67 for Model 3. For the nominal wage, the errors are 2.10 for 
Model 1,2.95 for Model 2, and 3.28 for Model 3. With respect to Model 
2 versus Model 3, Model 3 does better for prices and Model 2 does bet- 
ter for wages. 

The results for the real wage are closer. Model 1 is the best for the 
first six quarters, the models essentially tie for the seventh quarter, and 
Models 2 and 3 are better than Model 1 for the eighth quarter. In gen- 
eral the results are fairly close, and there is no clearcut winner. 

Properties of the models 

For each model, it is straightforward to compute the tradeoff be- 
tween the unemployment rate and inflation. A simulation is first run 
using a particular value of the unemployment rate, and then another 
simulation is run using another value. The differences in the predicted 
values from the two simulations are the estimated tradeoffs. Before do- 
ing this, however, it will be useful to consider some issues regarding the 
behavior of the real wage. 
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Real wage issues 

There appear to be constraints on the long-run behavior of the real wage 
that are not necessarily captured by equations like those for Models 1,2, 
and 3. Consider, for example, a profit share variable, denoted SHRa, 
which is defined to be the ratio of after-tax profits of the firm sector to the 
wage bill of the firm sector net of employer Social Security taxes." The 
mean of this variable for the 1954:I-1984:I period is 0.109, with a maxi- 
mum value of 0.136 in 1979:III and a minimum value of 0.066 in 1983:I. 
The variable has essentially no trend throughout this period. A regression 
of SHRa on a constant term and time trend for this period yields a coeffi- 
cient estimate of the time trend of - 0.000084, with a t-statistic of - 1.91. 
This coefficient multiplied by 121, the number of observations, yields 
- 0.010, which is the estimated trend change in SHRs. This is a fairly 
small change over the 30-year period. 

Now, a fall in the level of the real wage of 1 percent leads to a rise in 
SHRa of approximately 0.0075. If a given experiment with the price and 
wage equations results in a large change in the long-run level of the real 
wage, this may imply values of SHRa that are considerably beyond the 
historical range. If so, this may call into question the long-run properties, 
since there may be forces at work (not captured by the equations) keeping 
SHRa at roughly a constant level in the long run. It is thus important 
when examining the following results to look carefully at the long-run be- 
havior of the real wage. 

Results for the first set of experiments are presented in Table 3. The first 
simulation for each model began in 1984:lI, which means that the initial 
conditions through 1984:I were used. The simulation was allowed to run 
for 140 quarters. An unemployment rate of 7.8 percent was used for all 
future periods. The annual rate of growth of the import price deflator was 
taken to be 7.0 percent. The rate of growth of the employer Social Security 
tax rate (d,) was taken to be zero throughout the period. The second simu- 
lation for each model differed from the f i t  only in the unemployment rate 
that was used. Unemployment was lowered to 6.8 percent for all future 
periods for this simulation. The results in Table 3 are the differences be- 
tween the two simulations. 

As can be seen, the models have quite different long-run properties. For 
Model 1, the 1 percentage point drop in the unemployment rate leads to an 
eventual rise in the price level of 5.15 percent and in the wage level of 4.81 

11. SHRT is a variable in my U.S. model. See Fair (1984) for the precise definition of it. 
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percent. The real wage falls slightly (by 0.32 percent). At the end of the 
first year the price level is 0.60 percent higher; at the end of the second year 
it is 1.30 percent higher; and at the end of the fourth year it is 2.38 percent 
higher, which is about halfway to the final increase of 5.15 percent. Not 
counting the first quarter, the increase in the rate of growth of the price 
level falls from 0.88 in the second quark,  to 0.80 in the fourth quarter, to 
0.68 in the eighth quarter, to 0.48 in the sixteenth quarter, and to zero after 
140 quarters. A similar pattern holds for the nominal wage. 

For Model 2, the 1 percentage point drop in the unemployment rate 
leads to an eventual increase in the rate of change of the price level of 0.95 
percent. The eventual increase in the rate of change of the nominal wage is 
1.16 percent, and the eventual increase in the rate of change of the real 
wage is 0.19 percent. The price and wage levels are, of course, ever- 
increasing. After 140 quarters the price level is 34.74 percent higher, the 
nominal wage is 44.35 percent higher, and the real wage is 7.14 percent 
higher. At somewhere between 30 and 40 quarters, the price level becomes 
5.15 percent higher, which is the long-run total for Model 1. 

It is interesting to compare the first few quarters for Models 1 and 2. The 
rate of inflation is initially much larger for Model 1 than for Model 2. Af- 
ter eight quarters the price level is 1.30 percent higher for Model 1, com- 
pared to 0.53 percent higher for Model 2. The rate of inflation for Model 1 
falls from 0.88 in the second quarter to 0.68 in the eighth quarter. For 
Model 2 the rate of inflation rises from 0.07 in the second quarter to 0.48 
in the eighth quarter. There is thus much more of a short-run tradeoff for 
Model 1 than for Model 2. The rates of inflation cross at quarter 11, where 
they are 0.60 for Model 1 and 0.61 for Model 2. After quarter 11 the rate of 
inflation rises to 0.95 for Model 2 and falls to zero for Model 1. The price 
levels cross somewhere between quarters 20 and 30. 

Consider now the results for Model 3. The unemployment rates of 6.8 
and 7.8 percent are above the non-decelerating rate of 6.25, and so for both 
simulations the rate of inflation is decelerating. Although not shown in 
Table 3, the rate of inflation becomes negative in quarter 18 for the simula- 
tion in which the unemployment rate is 7.8 percent. By quarter 140 the 
rate of inflation is - 20.96 percent. The differences in Table 3 for Model 3 
are thus differences between two decelerating paths. It is interesting to 
note that the differences for the first few quarters for Model 3 are not all 
that different from the differences for Model 2, although they are some- 
what higher for Model 3. 

With respect to the behavior of the real wage, the results for Model 1 
show little change in the long-run level of the real wage. The fall in the 



TABLE 4 
Response of Prices and Wages to a One Percentage Point Increase in the Rate of Change of the Import Price Deflator & 

!i Modal I 

- Wb W b  ) ] 
Quar@m p-jXJ - iyb- @ - 
Ahead pa Wn Wb/P pb P 

I 1 0001 0.03 1.0000 0.02 1.0000 -0.02 
2 1.0002 0.07 I.OM)I 0.03 0.9999 -0.03 
3 1.0005 0.10 1.0002 0.05 0.9998 -0.04 
4 1.0008 0.12 1.0004 0.07 0.9996 -0.06 
5 1.0011 0.15 10006 0.08 0.9995 -0.07 
6 1.0015 0.18 1.W8 0.10 0.9993 -0.08 
7 1.0020 0.20 1.0011 0.11 0.9990 -009 
8 1.0026 0.23 1.0013 0.12 0.9988 -0.10 
9 1.0032 0.25 1.0017 0.13 0.9985 -0.11 
10 1.0038 0.27 1.0020 0.15 09982 -0.12 
11 1.0045 0.29 1.0024 0.16 0 9979 -0.13 
12 1.0052 0.31 1.0028 0 17 0.9976 -0.14 
13 1.0060 0.33 1.0032 0.18 0.9972 -0.14 
14 1.0068 0.34 1.0036 0.19 0.9968 -0.15 
15 1.0077 0.36 1.0041 0.20 0.9965 -0.16 
16 1.0086 0.38 1.0046 0.21 0.9961 -0.16 
17 10095 0.39 1.0051 0.22 0.9956 -0.17 
18 1.0105 041 10056 0.23 0.9952 -0.17 
19 1.01 15 042 1.0062 0.24 0.9948 -0.18 
20 10125 043 10067 0.24 0.9943 -0.18 
30 1,0242 053 10133 0.31 0.9893 -0.22 
40 1.0379 0.59 10211 0.35 0.9838 -0.23 
60 1.0687 0.65 1.0389 0.39 0.9721 - 0 25 
80 1.1025 0.68 1.0585 0.41 0.9601 -025 
100 1.1381 0.69 1.0791 0.42 0.9482 -0.25 
120 1.1752 0.69 1.1004 0.43 0.9364 -0.25 
140 1.2137 0.69 1.1223 0.43 0 9247 -0.25 

Notes aPredicted value for an annual rate of change of the import price deflator of 7.0 percent. In~t~alconditions were the actual values through 1984 1. 
bPredicted value for an annual rate of change of the import price deflator of 8.0 percent. The unemployment rate w; assumed to be 7 8 percent throughout the penod. 
'krcentage change at an annual rate. The rate of growth of d, wa assumed to be zem throughout the period. 

Modal 2 Modal 3 

P . . Wb . . Wb/P r] r) - p-p  Wb- W" i y b - ~ .  - 
Im W" 

1.0000 0.0 1.0000 0.0 1.0000 0.0 
1.0001 0.06 1.0000 0.0 0.9999 -0.05 
1.0004 0.13 1.0000 0.01 0.9996 -0.11 
1.W8 0.15 1.0001 0.03 0.9993 -0.11 
1.0012 0.16 1.0002 0.06 0.9990 -S.@ 
1.0016 0.17 1.0005 0.09 0.9988 -0.08 
1.0021 0 19 1.0007 0.11 0.9986 -0.08 
1.0026 0.21 1.0010 0.12 0 9984 -0.09 
1.0031 0.23 1.0013 0.13 0.9982 -0.10 
1.0037 0.24 1.0016 0.14 0.9979 -0.10 
1.0043 0.25 1.0020 0.15 09977 -0.10 
1.0050 0.26 1.0024 0.16 0.9974 -0.10 
1.0056 0.27 1.0028 0.17 0.9972 -0.10 
1.0063 0.28 1.0033 0.18 0.9970 -0.10 
1.0070 0.29 1.0037 0.19 0.9967 -0.10 
1.0078 0.30 1.0042 0.20 0.9965 -0.10 
1.0085 0.31 1.0047 0.20 0.9962 -0.10 
1.0093 0.31 1.0052 0 21 0.9959 -0.10 
1.0101 0.32 1.0057 0.21 0.9957 -0 10 
10108 0.32 10062 0.22 0.9954 -0 10 
10193 0.36 10120 0.25 0.9928 -0.11 
1.0283 0.37 1.0181 0.26 0.9901 -0.11 
1 0470 0.37 1.0310 0.26 0.9848 -0 11 
1.0661 0.38 1.0442 0.27 09794 -0.11 
1.0856 0.38 1.0575 0.27 0.9741 -0.11 
1.1055 0.38 1.0710 0.27 0.9688 -0.11 
1.1257 0.38 1.0847 0.27 0.9636 -0.11 

W a P  pb P 

1.0000 0.0 1.0000 0.0 1.0000 0.0 
1.0001 0.04 1.0000 0.0 0.9999 -0.04 
1.0004 0.10 1.0000 0.01 0.9997 -0.09 
1.0007 0.12 1.0001 0.03 0.9994 -0.09 
1.0010 0.14 1.0002 0.06 0.9993 -0.08 
1.0014 0.15 1.0005 0.09 0.9991 -0.06 
1.0018 0.17 1.0007 0.11 0.9990 -0.06 
1.0023 0.20 1.0011 0.13 0.9988 -0.07 
1.0028 0.23 1.0014 0.15 0.9986 -0.08 
1.0034 0.25 10018 0 17 0.9984 -0.09 
1.0041 0.27 10023 0.19 0.9982 -0.09 
1.0048 0.29 1.0028 0.21 0.9980 -0.09 
1.0056 0.32 1.0034 0.23 0.9977 -0.09 
1.0065 0.34 1.0040 0.25 0.9975 -0.09 
1.0074 0.36 1.0047 0.27 0.9973 -0.09 
1.0084 039 1.0054 0.29 0.9971 -0.10 
1.0094 0.41 1.0062 0.31 0.9968 -0.10 
1.0105 0.43 1.0070 0.33 09966 -0.10 
1.0116 0.45 1.0079 0.35 0.9963 -0.10 
1.0128 0.47 1.0088 0 37 0.9960 -0 11 
1.0282 069 1.0210 0.57 0.9930 -0.13 
1.0499 0.90 1.0387 0.76 0.9894 -0.16 
1.1138 1.30 1 0917 1.13 0.9802 -0.22 
1.2093 1.67 11712 1.47 0.9685 -0.27 
1.3437 2 01 1.2824 1.79 0.9544 -0 33 
1.5280 2.32 1.4332 2.09 0.9380 -0.39 
1 7782 2.61 1.6350 2.36 0 9194 -0.44 
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unemployment rate lowered the long-run level of the real wage by only 
0.32 percent. The results for Model 2, on the other hand, show that the 
level of the real wage is ever increasing. After 140 quarters the level of the 
real wage is 7.14 percent higher, which implies a fall in SHRn of approxi- 
mately 0.0075 x 7.14 = 0.054. This is about five times larger than the 
trend change over the last 121 quarters between 1954:I and 19843. The 
long-run properties of Model 2 with respect to the real wage are thus ques- 
tionable. 

Effects of a change in import prices 

One can also examine how the models respond to a change in import 
prices. Again, two simulations can be run, one using one set of values for 
future import prices and one using another. The results of this exercise are 
presented in Table 4. The first simulation used an annual rate of change of 
import prices of 7.0 percent, and the second used a rate of 8.0 percent. The 
initial conditions were the same as those for the simulations in Table 3. An 
unemployment rate of 7.8 percent was used for these results. 

The increase in the rate of change of import prices led to an increase in 
the rate of change of prices and wages for both Models 1 and 2. For prices, 
the long-run effect is 0.69 for Model 1 and 0.38 for Model 2. For wages, 
the two numbers are 0.43 and 0.27. The long-run rate of change in the real 
wage fell in both cases. The fall was larger for Model 1 than for Model 2 
(-0.25 vs. -0.11). Although the long-run properties differ somewhat, the 
short-run properties of the two models are quite close, as an be seen from 
examining, say, the first eight quarters in Table 4. The short-run results for 
Model 3 are also fairly close to those for Models 1 and 2. The long-run 
results for Model 3 are, of course, vastly different. 

All three models have ever falling real wage levels, which is not sensible. 
All three models are thus at fault in this regard. This problem is discussed 
in the next section. 

General remarks 

Long-run tradeoffs 

The two key questions regarding the long-run tradeoff between unem- 
ployment and inflation are 1) whether there is any tradeoff and 2) if there 
is one, whether it is in terms of the level of prices or the rate of change 
of prices. The results of comparing the three models above indicate 
that Model 1 is more accurate than Models 2 and 3, and so from these 
results one would conclude that there is a tradeoff and that it is in terms of 
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the level of prices. If the choice is inerely between Models 2 and 3, the 
results are inconclusive. l 2  

Although Model 1 does seem to be the best approximation of the three, 
the resuits must be interpreted with considerable caution. As noted in the 
first section, macro data have a difficult time discriminating among alter- 
native lag distributions, and alternative lag distributions can have large ef- 
fects on the long-run properties of a model. One should clearly put much 
less weight on the long-run properties of the models than on the short-run 
properties (say, up to eight or twelve quarters ahead). 

One may at first be surprised to think that the tradeoff between unem- 
ployment and inflation may be in terms of the level of prices rather than 
the rate of change, but there is no theoretically compelling reason to rule 
out the level tradeoff without testing the two possibilities. As noted above, 
it seems natural, given my theoretical model, to specify the price and wage 
equations in level terms. In general, there seems no reason to expect that a 
permanent shift in demand will necessarily lead to a permanently higher 
rate of change of prices and thus to an ever-increasing price level. At the 
least, this issue seems open to empirical test, and the tests in this paper 
provide support for the proposition that the tradeoff is in terms of levels. 

Another point that should be kept in mind about Model 1 is the follow- 
ing. One might argue-I think correctly-that it is not sensible to expect 
that the unemployment rate could be driven to, say, 1.0 percent without 
having any more effect on prices than on their levels. (The same argument 
could even be made for Model 2 regarding the rates of change of prices.) 
There are clearly unemployment rates below which it is not sensible to as- 
sume that any of the three models provides a good approximation. Any 
attempt to extrapolate a model beyond the extremes of the data is dangerous, 
and this seems particularly true in the case of price and wage equations. 

I sometimes try to account for the nonlinearities in price responses that 
one expects to exist as the unemployment rate approaches very low levels 
by using, as the demand variable in the price and wage equations, some 
function of the unemployment rate (or other measure of demand). These 
functions approach infinity or minus infinity as the unemployment rate 
approaches some small value. This means that as the unemployment rate 

12. In future work it may be possible to provide a better test of Model 2 versus Model 3. 
The comparisons in this paper were only for forecasts up to eight quarters ahead. It can be 
seen from Table 3 that the main differences between the two models occur after eight quar- 
ters. It may thus be possible to get more conclusive results by using a forecast horizon longer 
than eight quarters. No attempt was made to do this in this study. 
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approaches this value, prices approach infinity. In a complete model of the 
economy, prices can never by driven to infinity, and so this approach effec- 
tively bounds the unemployment rate from below. The problem with this 
approach is that the data generally cannot discriminate among alternative 
functional forms, and so any choice is somewhat arbitrary. The approach 
that I have taken in this paper is to keep the specification simple by merely 
using the level of the unemployment rate as an explanatory variable. The 
consequence of this is that one should not extrapolate the equations much 
beyond the range of the historical data. 

The real wage and the price of imports 

One of the most serious problems with the models considered in this 
paper is that the long-run behavior of the real wage is a function of the 
price of imports. In each model the price of imports is in the price equation 
but not in the wage equation, and the reduced form equation for the real 
wage has the price of imports on the right hand side with a negative coeffi- 
cient. In order to constrain the price of imports not to have a long-run ef- 
fect on the real wage, one would have to add it to the wage equation (with 
perhaps a different lag from the one in the price equation) and constrain 
the coefficients in the two equations to imply no long-run effect of the 
price of imports on the real wage. 

Another possible way to look at this problem is the following. Over the 
sample period there has been a certain trend change in the price of im- 
ports. The coefficient estimates of the price and wage equations are based 
on this trend. In the case of Model 1, the key coefficient estimate is the 
estimate of the time trend in the wage equation. Given that the coefficient 
estimates are based on this trend, it is not necessarily sensible to run an 
experiment in which the rate of change of the price of imports is perma- 
nently changed without also changing the coefficient estimate of the time 
trend in the wage equation to adjust for this trend change. A similar ad- 
justment should be made to one or both of the constant terms in Model 2. 
With these adjustments, the models would still show an increase in the 
rate of change of prices and wages in response to the increase in the rate of 
change of the price of imports, but the coefficient adjustments could be 
made to show no change in the real wage in the long run. This type of 
adjustment would imply no changes in the estimated equations, only 
changes in the coefficients at the time of a particular experiment. 

It should be noted that an answer to the real wage problem is not to use 
as the price of imports variable in the price equation the price of imports 
relative to the domestic price level (i.e., PIM relative to P). Consider, for 
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example, the price equation for Model 1 in Table 1, and assume that the 
price of imports variable were log PIM, - log PI-, rather than log PIM,. 
Since log Pt-l is already in the equation, this change merely has the effect 
of making the new coefficient of log equal to the old coefficient plus 
the coefficient of log PIM,. The reduced form equation for the real wage 
would still be the same. 

The question of the nominal price of imports versus the relative price of 
imports brings up an important issue about the experiments in Table 4. 
Consider Model 1. The increase in the rate of change in the price of im- 
ports of 1.0 percent led to a long-run increase in the rate of change in the 
domestic price of 0.69 percent, which implies a long-run increase in the 
rate of change in the relative price of imports of about 0.31 percent. Al- 
though the relative price of imports fluctuates considerably in the short- 
run and even in the intermediate run, it is not necessarily sensible to 
assume that it will continually rise or fall in the very long run. One may 
thus want to design experiments in which the relative price of imports does 
not change in the long run. Again, however, this issue is separate from the 
problem of the real wage being a function of the price of imports. 

If one believes that the nominal price of imports should be constrained 
to grow at the same rate as the domestic price level in the long run, then the 
coefficient constraint imposed on Model 3 should be changed. The con- 
straint (10) should read 1 - P1 - 16P2y1 - 2P3 = 0, where P3 is thecoeffi- 
cient of log PIMt-l - log PIMt-3 in the price equation. This was not done 
for the present set of results. 

It is clear that more work needs to be done regarding the long-run be- 
havior of the real wage and the price of imports. In some cases alternative 
specifications should be tried, such as the choice of constraint imposed on 
Model 3, and in some cases alternative experiments should be designed. 
This is an important area for future research. 

Blicy options 

There is little more to be said about policy options that is not obvious 
from the results in Table 3. If one believes that Model 1 is the best approxi- 
mation, the tradeoffs can be read from the results for Model 1. The cost of 
a fall in the unemployment rate of 1 percentage point is an increase in the 
price level of 1.30 percent after 8 quarters. If Model 2 is chosen, the cost is 
an increase of 0.53 percent after 8 quarters. If one's horizon is 20 quarters, 
the estimated cost is about the same for both models: 2.80 percent for 
Model 1 and 2.57 percent for Model 2. After 20 quarters, the estimated 
costs from the two models diverge rapidly, and this is where the most 
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uncertainty lies. For Model 1 there is an increase in the price level of 5.15 
- 2.60 = 2.5 5 percent left. For Model 2 there is an increase in the rate of 
change of prices of 0.95 - 0.81 = 0.14 left. 

Consequences for macroeconomic research 

One of the important results of this paper is that the no long-run tra- 
deoff model, Model 3, does not appear to be as good an approximation to 
the economy as does Model 1. The comparison with Model 2 is inconclu- 
sive, although it is certainly not the case that Model 3 dominates Model 2. 
This result has important consequences for macroeconomic research. 
Economists with such diverse views as Tobin and Lucas seem to agree with 
the Friedman-Phelps proposition that there is no long-run tradeoff be- 
tween unemployment and inflation. (See Tobin [1980], p. 39, and Lucas 
[1981], p. 560.) Lucas (1981) points out in his review of Tobin's (1980) book 
that most of the recent developments in macroeconomic theory have been 
motivated by the problem of reconciling the natural rate hypothesis of 
Friedman and Phelps with an adequate treatment of output and employ- 
ment fluctuations. I think Lucas is right in arguing that Tobin cannot ac- 
cept the proposition of no long-run tradeoff and at the same time accept 
short-run propositions that do not imply the Friedman-Phelps proposition 
in the long run. The long run is simply a sequence of short runs. 

Where I think both Tobin and Lucas have missed the mark is in so read- 
ily accepting the Friedman-Phelps proposition. The evidence in this paper 
suggests that this proposition may not be true, and at the least, the validity 
of the proposition is highly uncertain. It seems unwise to me to have based 
more than a decade of macroeconomic research on such a proposition. 
The present results suggest that more thought should be given to the possi- 
bility that the concept of a natural rate of unemployment is not a useful 
one upon which to base a theory.I3 One can argue that the present results 
do not discredit the natural rate hypothesis if one believes that the struc- 
ture of the price and wage equations is not stable because of shifts in the 
mechanism by which expectations are formed (see footnote 7). While this 
is certainly true, it again seems unwise to have based so much research on 
this particular belief. 

13. The theory upon which my macroeconometric model is based does not use theconcept 
of a natural rate of unemployment. See Fair (1984), in particular pp. 15-16 and 90-91. 
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Commentary 
-- 

Robert J Gordon 

The long-run tradeoff debate in perspective 

During much of the past decade the Phillips curve was treated by many 
macroeconomists as an extinct prehistoric fossil, ridiculed as 'fundamen- 
tally flawed" and part of the more general failure of Keynesian ma- 
croeconometrics.' But more recently a modest revival has begun for the 
beleaguered Phillips curve, a label that I mean to embrace any dynamic 
econometric specification in which the rate of change of wages or prices is 
related to the level of unemployment (or some similar utilization variable) 
and other factov.!~his revival is one more example of the impact of eco- 
nomic events on ideas. The Phillips curve had earlier been discredited 
when its prediction of an inverse relationship between inflation and unem- 
ployment was contradicted in the 1970s by the emergence of a positive 
relationship. The revival can be attributed to the relative success of pre- 
1981 Phillips curves in tracking the 1981-83 disinflation. Indeed, recent 
papers by Eckstein (1983), Englander-Los (1983), Perry (1983), Blanchard 
(1984), and myself (1984) find little evidence of instability in the Phillips 
curve, nor a failure to track the major portion of the recent disinflation. 

Partly because Phillips-curve econometrics has been out of fashion, in 
recent years there have been relatively few conference sessions devoted to 
the numerous issues that arise in the specification of wage and price dy- 
namics for the postwar U.S. econ~my.~ Several weeks ago Ray Fair and I 
agreed that this session would provide a useful occasion to expose some of 

1. The quotes are from Lucas and Sargent, 1978, pp. 49,56. 
2. This neglect reflects in part the greater attention to long-period historical analyses, as in 

Schultze (1981, 1984), Taylor (1984), and the references cited therein. There has also been 
substantial attention to contrasts between the wage-price adjustment process in Europe and 
the US., as in Sachs (1983). 
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these issues to open discussion and scrutiny, and to facilitate this inter- 
change he provided me with his data, so that we need not be concerned about 
data discrepancies as a source of differing conclusions in what follows. 

Fair's paper raises two major issues that I'll discuss in detail; ( I )  his evi- 
dence 'against the Friedman-Phelps proposition of no long-run tradeoff: 
and (2) the case he makes for a simple specification as contrasted with 
mine that he rightly characterizes as being more detailed in its implemen- 
tation. His paper also develops a methodology for model comparison that 
is novel but complex. I view model comparison the same way he views 
model specification-simpler is better. I'll report comparisons of his and 
my approaches to specification using the old-fashioned garden-variety cri- 
teria of t-ratios and F tests on sets of omitted variables, and Chow tests and 
post-sample-period dynamic simulations to reveal structural shifts, and I 
won't try to duplicate or comment on his more involved procedure for 
model comparison. 

Fair's models 1 and 2 incorporate a long-run tradeoff between inflation 
and unemployment because, -as a mechanical matter, the sum of coeffi- 
cients on lagged inflation in the wage equation is less than unity. His claim 
that such a wage equation provides evidence against the Friedman-Phelps 
natural-rate hypothesis (NRH) that no such long-run tradeoff exists imme- 
diately confronts the counterargument provided by Sargent (1971). The 
coefficient on lagged inflation in the wage equation represents a convolu- 
tion of two separate sets of coefficients that cannot be separately identi- 
fied: the coefficient on expected inflation, and the coefficient on lagged 
inflation in the formation of expected inflation. The finding that the prod- 
uct of the two coefficients is less than unity in one particular sample per- 
iod does not provide any evidence that in another sample period, having a 
different monetary policy, the same rational agents might not apply a coef- 
ficient of unity to past inflation. 

The logic of Sargent's argument is asymmetric. It demonstrates that 
those like Fair who estimate coefficients less than unity provide no evi- 
dence against the NRH, but it does not deny that those who estimate coef- 
ficients of unity provide evidence consistent with the NRH. Here again it 
is useful to recall the interaction of events and ideas. The Friedman and 
Phelps argument was brought to public attention in 1967 and 1968, just 
when the U.S. inflation rate was soaring upward beyond the predictions of 
the then-dominant econometric models. A last-ditch rear-guard action to 
defend the negative long-run tradeoff against the NRH was fought in 
1969-71 by a number of economists, including myself in two early papers. 
However, there was no Dunkirk, and we did not escape from the invaders. 
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Instead, three factors came together to buy forever the opposition to the 
long-run version of the NRH. First was the failure of inflation to slow 
down in the recession of 1969-70, leading the Nixon administration in 
frustration to impose wage and price controls in August 1971. Second was 
the 1971 Sargent paper. Third was the growing econometric evidence, pro- 
vided initially by Eckstein-Brinner (1972) and myself (1972), that, as addi- 
tional data had accumulated, there was no longer evidence that the 
relevant sum of coefficients on past inflation was significantly less than 
unity. Thus the econometric argument that Sargent had invalidated could 
not even by sustained any longer on U.S. postwar data. 

Over the past decade, whatever other changes have occurred in the way 
that Phillips curves are specified and estimated, one constant element has 
been that the data continue to be consistent with the NRH. Why, then, do 
the estimates of Fair's models 1 and 2 contain coefficients on past inflation 
low enough to yield a negatively sloped long-run tradeoff in his simulation 
exercises? The basic answer, as we shall see below, is an exclusion restric- 
tion imposed on his model-he allows only a short lag distribution on past 
prices, and dropping this restriction by introducing additional lags raises 
the sum of coefficients to unity. 

Issues in the specification of reduced-form Phillips-curve equations 

This restriction is just one example of the many choices that must be 
made in the specification of Phillips curve equations, or, more generally, of 
any reduced-form characterization of the economy's dynamic aggregate 
supply schedule. Yet these choices must be made, for too many important 
issues in understanding macroeconomic behavior and the choices open to 
policymakers rest on estimates of such schedules. Is there a natural rate of 
unemployment? Has it changed? How rapidly will inflation accelerate or 
decelerate when the economy is away from the natural rate? What is the 
economy's 'sacrifice ratio: that is, the amount of output that must be sac- 
rificed to achieve a permanent reduction of inflation by a given amount? ' 

Why were inflation and unemployment related negatively in the 1950s 
and 1960s but positively in the 1970s? 

And there are smaller questions as well, each of which has already stim- 
ulated a substantial literature. Does a change in the relative price of oil 
influence the aggregate price level? Did the Nixon price controls work, 
temporarily or permanently? Did changes in payroll tax rates or the mini- 
mum wage rate aggravate inflation in the past, and would the manipula- 
tion of these rates give policymakers an additional instrument to influence 
the economy's sacrifice ratio? Do changes in the exchange rate andlor 
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import prices influence domestic inflation, again giving policymakers an 
influence of the sacrifice ratio through changes in the monetary-fiscal pol- 
icy mix? 

At least in principle, this set of questions can be addressed with a single 
reduced-form dynamic aggregate supply equation. It is easiest to think of 
such an equation as quantifying a 'triangle" model of inflation. Just as we 
all know that relative prices depend on demand and supply, so inflation 
depends on demand and supply. The third side of the triangle, in addition 
to demand and supply, is inertia, the tendency of the inflation rate to 
mimic its own past behavior, due to some combination of contracts and 
costs of adjustment. The reduced form of a two-equation wage-price 
model like those in Fair's paper and in my early papers, or an explicit 
single-equation reduced form like those in my more recent papers, includes 
variables for demand, supply, and inertia. The influence of demand is en- 
tered through the level of the unemployment rate or some other economy- 
wide utilization rate, and perhaps its rate of change. The influence of 
supply is entered, at least in my work, through a set of changes in relative 
prices, the effective exchange rate, and effective tax rates, all defined so 
that when relative prices are constant and the exchange rate and tax rates 
are steady, the supply variables have a zero influence on inflation. Inertia 
enters through the influence of past inflation on current inflation, with 
the length of the lag and the sum of coefficients on past inflation left as an 
empirical question. 

The long set of questions that a dynamic supply schedule is asked to 
address, and the triangle approach to thinking about that schedule, help to 
provide a perspective for responding to Fair's criticisms that my inflation 
equations are 'too detailed" and 'change so much from year to year." First, 
my equations have not changed in basic format, and have always included 
variables to represent demand, supply, and inertia. Second, over the years I 
have addressed each of the questions in the above list, and this leads to a 
research tradeoff between developing an equation with special features de- 
signed to address a particular question, e.g. price controls or flexible ex- 
change rates, and the alternative of attempting to develop a single 
equation to address all questions. Such an equation, however useful, will' 
strike as 'too detailed" those who are interested in a smaller set of ques- 
tions. Third, over the years, responses to the emerging data and to the sug- 
gestions of others have inevitably led to constructive changes, including 
collapsing a two-equation wage-price model into a single-equation 
reduced-form, and eliminating a variety of specially constructed variables 
that were originally developed for a twoequation wage-price model but 
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are no longer necessary within the context of a single reduced-form infla- 
tion equation. 

An assessment of Fair's model 2 

Fair's paper presents three models, each of which contains a separate 
wage and price equation. Model 1 expresses wages and prices in levels and 
2 in rates of change, while 3 differs from 2 by imposing constraints that 
incorporate the no-long-run-tradeoff (NRH) hypothesis. Leaving aside the 
constrained model 3, which Fair rejects, there are three reasons to limit our 
discussion to model 2. First, in most other comparable research, including 
mine, the dependent variable is the rate of change of prices, not the level. 
Second, people and policymakers appear to care about the rate of change 
of prices, not the level of prices. Third, inside model 1 is a rate-of-change 
equation struggling to get out, since in both the price and wage equations 
the coefficient on the lagged dependent variable is greater than 0.9. 

Fair presents his model in the form of separate wage and price equa- 
tions, whereas my approach (1982) has been to specify the wage and price 
equations and then to convert them into a general reduced form before 
estimation. Here the complex task of comparing alternative specifications 
is simplified if we solve Fair's two-equation model and convert it into a 
single equation for the rate of change of prices. When the wage change- 
equation in model 2 is substituted into the price change equation, we 
obtain 

where the notation follows Fair, except that 

p:M = log PIM, - log PIM,-I and D, = log(1 +d,). 

Equation ( I )  states that the inflation rate depends on four lagged values 
of the unemployment rate, UR, one lag of the dependent variable, a tent- 
shaped distribution on lags 2 through 8 of the dependent variable, four 
lagged values of changes in the employer Social Security tax rate, and 
two lagged values of changes in the import price deflator. The lag distribu- 
tions on the unemployment rate, the tax rate, and the import deflator are 
all constrained to be rectangular. Note that the wage rate drops out of the 
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reduced form, since lagged wage changes do not appear in Fair's price 
equation. This aspect of Fair's model is the same as my approach and is 
supported by the data in both papers (see Gordon, 1982, Table 6). 

Since from this point on we limit our discussion to the reduced-form 
equation 1, it is worthwhile pausing to consider several factors that make 
such reduced forms preferable to separate wage and price equations. First, 
separate wage and price equations cannot be distinguished as truly struc- 
tural equations applying to behavior in particular markets. The behavior 
of wages, for instance, can be explained just as well by the GNP gap as by 
labor market variables like unemployment, suggesting that the wage equa- 
tion does not provide us with any special insight about the working of la- 
bor markets. Second, the two-equation approach may be prone to 
simultaneous equations bias. Third, the use of separate equations led to an 
artificial separation of the variables that belong in each equation. For in- 
stance, the inflationary impact of the payroll tax or the Nixon wage con- 
trols depends not on just their coefficient in the wage equation, but also on 
the response of prices to that particular source of wage variation. Fourth, 
and perhaps most important, the specification of separate wage and price 
equations without any attention to the relation between the constant 
terms in these equations and the rate of productivity growth yields results 
like those in Fair's Table 3 that changes in nominal GNP growth yield not 
only permanent changes in the unemployment rate, but also permanent 
changes in the growth rate of the real wage. If productivity growth is exog- 
enous, then Fair's simulations imply that monetary policy can cause la- 
bor's share in national income to veer off to zero or infinity. 

Reduced-form equations like (I), as well as the more complex variants 
used in my work, should be viewed as a convenient characterization of the 
data rather than an attempt to describe structural behavior. Because the 
underlying structure may shift, the coefficients in the estimated equation 
may shift, so that any such single-equation approach should pay special 
attention to tests of the stability of coefficients across sub-intervals within 
the sample period. 

Table 1 displays estimates of the separate wage and price equations of 
Fair's model 2 in columns la and Ib, and five alternative one-equation re- 
duced forms for inflation in columns 2 through 6. Two differences in the 
choice of data distinguish the results in Table 1 from related equations that 
I have estimated (in 1982): The price variable here is the implicit price de- 
flator for nonfarm output rather than the fixed-weight GNP deflator, and 
the official unemployment rate is used instead of Perry's weighted unem- 
ployment rate. Scanning down the left-hand side of the table, explanatory 



variables are segregated among the "inertia: "demand: and "supply" cate- 
gories. The number of lagged terms for each explanatory variable is indi- 
cated ("0" indicates the current value, "RD" indicates a rectangular 
distribution, "T" indicates a tent-shaped distribution as in equation 1, and 
"U" indicates that the lag coefficients are unconstrained.) 

The bottom part of the table displays several summary coefficients and 
diagnostic checks. First is listed the sum of the coefficients on explanatory 
variables that are expressed as nominal rates of change, including lagged 
price changes, wage changes, and nominal import price changes. This is 
the relevant sum for tests of the long-run NRH (recall that a sum of unity 
confirms the NRH, but a sum significantly below unity does not reject the 
NRH, according to the asymmetry imposed by Sargent's argument). Next 
are two standard errors of estimate (S.E.E.), the first when the sample per- 
iod terminates in 1984:I and the second for a termination date of 1980:TV. 
The subsequent line exhibits the F-ratio for a Chow test on a break in 
1980:IV, a date of interest because of the 1981-83 disinflation that began 
thereafter. Finally, the last two lines display the mean error and root-mean- 
squared-error (RMSE) when the equation estimated through 1980:IV is 
subjected to a dynamic simulation for the 13 quarters ending in 1984:I. 

Columns la and lb reproduce exactly Fair's estimates of his two- 
equation model 2 (his Table l), except that here all changes are expressed as 
annual percentage rates, replacing his inconsistent mixture of quarterly, 
annual, and semi-annual rates. This explains why our coefficient on 
lagged wage change in the price equation (column b) is exactly four times 
the coefficient listed in his table. Column 2 shows the estimate of the 
reduced-form, equation 1 above. Notable here are the low and insignifi- 
cant coefficient on the unemployment rate, and the sum of coefficients on 
nominal explanatory variables of 0.84, significantly below unity (the rele- 
vant standard error is 0.08.). 

The purpose of the remaining columns of Table 1 is to examine the ro- 
bustness of Fair's rejection of the long-run NRH. As we shall see, minor 
changes in the specification of equation 1 raise the sum of coefficients on 
lagged nominal variables to unity. Second, evidence is provided to support 
the more detailed specifications of my inflation equations, namely the in- 
clusion of additional supply variables. The first step in column 3 is to make 
two specification changes. The constrained rectangular distribution on 
lagged unemployment in line 8 is replaced by an unconstrained distribu- 
tion, resulting in a substantial increase in the sum of coefficients, albeit not 
to the 5 percent significance level. Also the nominal import price change in 
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line 11 is replaced by the relative import price change in line 12, on the 
grounds that dynamic simulations of equations that take as exogenous a 
nominal rate of change (as do Fair's Tables 3 and 4) mix up relative and 
absolute price changes. Fair's approach leads him to conclude in his Table 
3 that a permanent change in nominal GNP growth would lead notlonly 
to a permanent change in unemployment, but also to a continuous up- 
ward or downward movement in the real price of imports, analogous to his 
conclusion, previously pointed out, that such a shift in monetary policy 
would cause the real wage to go to zero or infinity. 

We note that the two minor changes in moving from column 2 to 3 have 
another effect, and this is to raise the sum of coefficients on lagged nomi- 
nal variables from 0.84 to 0.94, now insignificantly below unity. Another 
minor change in column 4 raises the sum to 1.01, and this is the addition of 
a single variable consisting of a rectangular distribution on the 9th 
through 12th lag of the dependent variable. While the sum of coefficients 
on this new variable (line 6) is not significant, it becomes significant in the 
next two columns in conjunction with other variables. The purpose of the 
extended specification in columns 5 and 6 is to judge the contribution of 
additional variables that are entered in my inflation equations. The first of 
these (line 13) is the change in the relative price of food and energy, a proxy 
for the impact of supply shocks on domestic inflation. Next is the change 
in the effective foreign exchange rate of the dollar (line 14), excluded from 
column 5 but included in column 6. As we shall see, this special treatment 
of the exchange rate is justified by the extraordinary shift in the economy's 
response to exchange rate changes before and after 1980:IV. Next in line 
15 is the change in the effective minimum wage and the deviation of pro- 
ductivity growth from trend. The latter variable serves as an index of how 
cyclical changes in productivity growth are distributed between price and 
profit changes. A coefficient of zero would indicate that profits absorb all 
such cyclical productivity movements, with no price response to actual (as 
opposed to trend) unit labor cost. A coefficient of minus unity would indi- 
cate that price changes depend entirely on actual rather than trend unit 
labor cost and that profits are completely insulated from cyclical produc- 
tivity movements. (The estimated coefficient of about -0.2 is very close to 
those reported in Gordon [1982], and earlier papers.) 

The results in columns 5 and 6 suggest several general comments. First, 
most of the extra variables are significant, and an F test on the explanatory 
contribution of the extra variables passes at well beyond the 1 percent sig- 
nificance level. Second, the additional variables maintain the sum of coef- 
ficients on lagged inflation at between 0.99 and 1.01, consistent with the 
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NRH. Third, the additional variables result in an increase in the absolute 
value of the unemployment coefficient and hence a steeper short-run Phil- 
lips curve. Fourth, the additional variables lead to a substantial lengthen- 
ing of the lag distribution on past inflation, signified by the larger and 
more significant coefficients on line 6. 

The difference between column 5 and 6 is the presence of the exchange 
rate in the latter. This additional variable exhibits several signs of instabil- 
ity. Note that column 6 fits better through 1980:IV, but not when ex- 
tended to 1984:I. The Chow test at the bottom of column 6 rejects 
stability. Most notably, the post-sample dynamic simulation performance 
of column 6 is abysmal, while that in column 5 is the best for any equation 
in Table 1. 

Overall, there is a tradeoff among three alternative variables to repre- 
sent the effect on aggregate U.S. inflation of supply shocks in the 1970s- 
changes in relative import prices, in the relative price of food and energy, 
and in the effective exchange rate. Any two of the three seem able to ex- 
plain the data adequately through 1980, but in the 1981-83 period the ex- 
change rate predicts much more disinflation than actually occurred. Why 
this structural shift occurred poses a challenge to specialists in interna- 
tional macroeconomics. 

Conclusion 

There is insufficient space here to report numerous other intriguing is- 
sues that have been uncovered in the course of my empirical work on Fair's 
model. For instance, my previous evidence.that Perry's weighted unem- 
ployment rate yielded more reliable estimates of the natural unemploy- 
ment rate than the official unemployment rate seems to have evaporated 
in the 1981-83 period. Further, use of the nonfarm private deflator yields a 
considerably lower estimate of the natural rate of unemployment than the 
fixed-weight GNP deflator, posing a tricky problem for policymakers 
who would like to know at what unemployment rate inflation is likely to 
accelerate. 

However, at a minimum, it is safe to conclude that there is no evidence 
whatsoever in Fair's data that conflicts with the Friedman-Phelps NRH, 
and that a detailed consideration of 'supply" variables and lag specifica- 
tions may yield a modest payoff in our understanding of the U.S. inflation 
process. 
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TABLE 1 

Alternative Specifications for 
Quarterly Rate of Change of Wages and Prices 

Sample Period: 19541.19841 

Code Dependent Variable 
Variable Lags for Lag 
Symbol Incl. Constraint w P P P P P P 

(la) (lb) (2) (3) (4) (5) (6) 
1. Constant 0 - 

Inertia 
2. w 1-4 RD 
3. p 1 - 
4. p 1-4 RD 
5. p 2-8 T 
6. p 9-12 RD 

Demand 
7. UR 0 - 
8. UR 1-4 RD 
9. UR 0.4 U 

Supply 
lo. ( l i d )  1-4 RD 
11. pl 1-2 RD 
2 1-4 RD 
13. pEF-p 0-4 RD 
14, i 0-3 RD 
15. EMW 0-4 RD 
16. L P ~ E v  0 - 
17. NIXON 0 - 
18. NIXOFF 0 - 
Sum Nominal RHS Coeffs 
S.E.E. to 1984:Ql 
S.E.E. to 198044 
Chow F, break 1980:Q4 
Dynamic Simulation 

Mean Error 
RMSE 

Notes to Table 1: Asterisks designate the 5 percent (*) or 1 percent (**) 
significance level of coefficients or sums of coefficients. A dot over a varia- 
ble indicates that the variable is defined as a percentage change at an an- 
nual rate, calculated as the first difference of the log level multiplied by 
400. " R D  indicates a rectangular distribution, that is, each of the coeffi- 
cients for the lag lengths indicated is constrained to be the same, and the 
coefficient listed in the table is the sum of these identical coefficients. "T" 
indicates the sum of coefficients on a distribution constrained to follow 
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the "tent-shaped" distribution of the third term in equation (1) in the text. 
"U" indicates the sum of coefficients on an unconstrained lag distribution. 
The dynamic simulation errors reported in the bottom two lines use coeffi- 
cients estimated for the period 1954:I-1980:IV and calculated predicted 
values for 198 1 :I- 1984:I, taking all variables as exogenous but lagged 
wage and price changes, which are treated as endogenous and recalcu- 
lated each quarter as the simulation proceeds. All variable symbols are as 
in Fair's paper, except for the following: 

pEF - p is the percentage change in the fixed-weight deflator for per- 
sonal consumption expenditures minus the percentage change in the 
fixed-weight deflator for personal consumption expenditures net expendi- 
tures on food and energy. 

x is the IMF effective exchange rate of the dollar. 
EMW is the effective minimum wage. 
LPDEV is the deviation of nonfarm private productivity from trend. 
NIXON and NIXOFF are dummy variables for the Nixon price con- 

trol period, 197 1 :III- 1972:III and 1974:II- 19751. 
Construction of each of these variables is identical to the description in 

the notes to Gordon (1 982), Table 2. 
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Rejoinder 

Ray C Fair 

I find Gordon's reduced form approach very unsatisfying for reasons 
that are stated in my paper. One doesn't know whether the variables that 
Gordon adds to his equation belong in the structural price equation, in the 
structural wage equation, or in both, and so the results are hard to evalu- 
ate. Among other things, the structural approach allows one to examine 
the implied behavior of the real wage, and this is an important check on 
the individual price and wage equations. In Model 2 in my paper, the long- 
run behavior of the real wage with respect to changes in both the unem- 
ployment rate and the price of imports is suspect, and in Model 1 the 
long-run behavior with respect to changes in the price of imports is sus- 
pect. There is room for further work here. The reduced form approach 
does not, however, get around this problem. The problem is simply 
ignored. 

There is always a danger of data-mining in macroeconometric work, i.e., 
running enough regressions to find the result that one wants when in fact 
the result is spurious. A model may fit the data well and give the desired 
result when it is in fact a poor approximation of the true structure. The 
method that I use to compare the different models accounts for this possi- 
ble problem since it accounts for the possible misspecification of the 
models. Before one can have any confidence in Gordon's results, his model 
needs to be put through further tests. 

Is the sum of the nominal RHS coefficients in Gordon's equation really 
one, or has Gordon in his diligence merely found a specification that gives 
a value of one? The main change that seems to give a value of one is the 
addition of the 9th through 12th lag of the dependent variable. This is 
equivalent in Model 2 to adding the price change lagged five quarters to 
the wage equation. The results discussed in my paper show that this 
change is not significant. There is no evidence in my work that price 
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changes lagged more than four quarters belong in the wage equation. The 
new lagged price variable is also not significant in Gordon's equation until 
Gordon's other variables are added to the equation (compare columns 4 
and 5 in Gordon's Table 1). The important question is thus whether these 
other variables belong in the equation. My feeling is that until a more 
structural approach is taken and until Gordon's model is subject to misspe- 
cification tests, these results are not to be trusted. 

Finally, Gordon makes no mention of Model 1 except to say that inside 
it 'is a rate-of-change equation struggling to get out, since in both the price 
and wage equations the coefficient on the lagged dependent variable is 
greater than 0.9." The coefficient estimates are, however, significantly less 
than one by a large margin, and the equations are really not struggling in 
this way. From my tests, Model 1 seems to be the best of the three, and it 
should not be put out of the running in the never-ending search for the best 
model of price and wage behavior. 



4 
The Role of the Central Bank in Achieving 

Price Stability: An International Perspective 

Helmut Schlesinger 

For Europe, the United States is the dominant economy in international 
trade, today more so again than in the decade of relatively high inflation in 
the U.S. At the same time, American economists have gone to the front of 
international economic theory, a lead that we admire greatly, even if at 
times with some skepticism. 

As a central bank practitioner from a European country, and given 
what I have just said, there is a particular challenge for me in dealing from 
an international perspective with the subject of this symposium in a lunch- 
eon address. It is not only the topic that is the challenge, it is the luncheon 
too, and I am sure my speech is only going to be able to spoil its high qual- 
ity. What I am able to say on the topic of price stability is of necessity col- 
ored by the experience of central bank policy and practice in my own 
country and certainly cannot serve to attempt generally valid answers to 
questions that are the subject of academic controversy. What I want to do 
on this occasion might be seen as a modest attempt to describe for you in a 
type of shortened tourd'horizon what ideas have been taking shape in my 
country's central bank on some of this conference's main topics. 

This morning, great academic seriousness has been used to treat the 
questions of the causes of inflation and the costlbenefit analysis of price 
stabilization policy. In recent times, economic theory has again been con- 
cerning itself more strongly with these questions. A short time ago, they 
were dealt with in a seminar of European professors at the Bundesbank, 
too. These subjects constitute a continuous challenge for every central 
bank practitioner. Many inflation theorists tend to reproach monetary po- 
licymakers for pursuing ambitious stability policy goals "at any price." I do 
not want to deny the fact that the Deutsche Bundesbank is to be counted 
among those central banks that have always given the economic policy 
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goal of price stability priority in their considerations. In fact, right from 
the beginning, the Bundesbank understood its role tohclude defending 
the goal of price stability against all comers and actively popularizing this 
goal by the spoken word and in print. 

The Bundesbank has a style of argument in public that, inter alia, would 
agree with the comment of one of its own presidents: 'In the long run, an 
economy cannot have 'just a little inflation: for if you start flirting with 
inflation, it will end up marrying you" (Emminger). So we in the Bundes- 
bank never seriously entertained the previously popular idea that a certain 
amount of creeping inflation was helpful or necessary for steady economic 
growth. In the same way, the Bundesbank has always been publicly against 
the idea of making life under inflation easier, as indexation advocates say it 
would be, by indexing taxes, interest rates, and wages and goods contracts. 
In doing this, the Bundesbank never overlooked the fact that in the course 
of the '70s, inflation was fed by internal and external disturbances that did 
not fit traditional notions of pure demand-pull inflation. 

Foreign observers-and among them not least economic theorists- 
have probably been asking themselves from time to time how Bundesbank 
spokesmen can justify their confidence when spreading the gospel of price 
stability both at home and abroad. One frequently quoted opinion 
amounts to saying that the cause can be found in the traumatic conse- 
quences of two war- and government-induced inflations in Germany, or 
even in an inborn German tendency to conservatism and dogmatism. 
Now, nobody would deny that the German historical experience of infla- 
tion has been influential in determining the attitudes of our population 
and politicians since World War 11. This fact is of no minor importance in 
explaining why the Deutsche Bundesbank, in the statute determining its 
position and activities, was required to pursue the primary goal of price 
stability. In addition, the Bundesbank's authority with respect to mone- 
tary policy was made independent of the government and Parliament. 

However, it would be going too far to link recent attitudes at the Bundes- 
bank only to this negative experience of inflation. The other side of the 
coin should really be mentioned here as well, namely that in our country, 
economic revival has twice been associated with the creation of new and 
healthy money-in 1924 and in the middle of 1948. You may object that 
this is all a long time ago, that today's problems have more nuances. And in 
fact, you would be right. But the last 10 to 15 years have seen a confirma- 
tion of the fact that practically all countries that have tried to get along 
with a little bit of inflation, or indexation, have run their stability policies 
onto the rocks. 
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This does not refute at a theoretical level the academic usefulness of 
costlbenefit thinking in inflation theory, or of contract-based indexation 
concepts. However, it seems to me that the global experience of inflation 
since the start of the '70s can be equated with a field trial in society at 
large, from which monetary policy can learn at least a few provisional les- 
sons. 

This experiment has shown that it is difficult indeed to steady inflation- 
ary processes once they have gotten under way, that it is not possible to 
adjust the economic policy autopilot to an annual rate of 5 or 10 percent, 
and then hope that the autopilot will stick to it. Firstly, this can be traced 
back to the disappearance of the illusion of money and the dynamics of 
inflationary expectations. The theories of adaptive and rational expecta- 
tions have proceeded from this state of affairs. At the same time an infla- 
tionary climate-at least in Europe-appears to favor militant 
distribution conflicts. The competing claims that crop up here of the dif- 
ferent groups in society can easily develop a home-made inflationary spi- 
ral. A spiral of this sort can easily start its ascent under an accommodating 
monetary policy, and for certain weak currencies, it can in certain circum- 
stances be aggravated by the vicious-circle phenomenon induced by depre- 
ciation. 

High inflation rates that fluctuate and are therefore hard to predict ham- 
per the signalling and allocation function of relative prices and thus also 
the growth process, and these facts are pretty well universally accepted to- 
day. At the same time, experience in high-inflation countries suggests that 
their populations perceive an uncontrolled ongoing inflation as a deterio- 
ration in their quality of life, especially as to date there has been almost no 
success anywhere in indexing taxes, social transfers, and interest and wage 
income on a distributionally neutral basis. On the contrary: inflation al- 
ways brings about a change in income distribution, and in the final analy- 
sis in property distribution too, and usually this is negative rather than 
positive for the economy. This experience of frustration has had global 
consequences. 

Until the beginning of the '70s, the stability policies of a minority of 
major central banks, for example those of the Federal Republic of Ger- 
many, Switzerland, and at times Japan, too, tended to be classified as dog- 
matic. But after the outbreak of the second oil crisis (1979-80) at the latest, 
these policies were largely being imitated at the international level, as the 
most important central banks jointly tried to get a fresh grip on inflation, 
which was accelerating worldwide. Some countries, e.g. the United King- 
dom and the United States, applied a particularly strong grip to throttle 
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the steep rise in their inflation rates down to a more tolerable level, and, 
without doubt, doing this meant at times taking on high-level risks with 
respect to employment. In general, the impression was created that coun- 
tries of this type, which appeared to have lost control over inflation, had to 
apply monetary cold-turkey methods in the end so as to influence price 
expectations into dropping in a sustained fashion. In Germany, we have 
actually only taken this course once-after the outbreak of the first oil 
crisis (1974-75) after German monetary policy had temporarily lost 
credibility-due to ongoing and massive inflows of funds from abroad. 
Later on, Bundesbank policy did indeed display certain gradualistic traits, 
after trust in the Bundesbank's perseverance seemed to have been restored. 
In the still unsettled academic controversy as to whether it is rigorous or 
step-wise methods of inflation-fighting that promise more success, the 
Bundesbank has thus adopted a pragmatic attitude: It relates what it does 
to the initial conditions and the climate of expectations in which its mone- 
tary policy has to be applied. I have great difficulty in seeing how any other 
course could possibly be taken. 

This attitude also has to do with the fact that we are aware our influence 
has its limits and that we must not forget where they lie. Naturally, we 
acknowledge the widely accepted academic view that in the longer term, 
inflation must always be understood as a monetary phenomenon. To this 
extent, no central bank can evade ultimate responsibility for keeping a 
check on price trends. In spite of the opinion that Germany was and is 
more or less an island of stability, our own experience is not the least of 
teachers in pointing out to us the limits that obtain for monetary stabiliza- 
tion policy in the shorter term. This observation of mine may surprise 
some of you, who as professional or academic Bundesbank watchers keep 
track of our statements and measures from time to time. So without want- 
ing to anticipate later conference topics, let me say a few words about the 
way in which we are trying to do justice to the hindrances and limits to 
monetary policy that we recognize when pursuing the practical implemen- 
tation of our price stability goals. Those foreign observers who have been 
occupying themselves in some detail since the middle of the '70s with the 
Bundesbank's monetary policy have sometimes noted with astonishment 
that the Bundesbank has seemed relatively generous when setting its an- 
nual monetary growth targets. Year for year, the Bundesbank derives its 
monetary growth target from two basic components: assumed growth in 
production potential and so-called 'unavoidablen price rise. Thus, we have 
always cut the monetary cloak with sufficient generosity for it to allow 
enough room for appropriate economic growth. But on the other hand, we 
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have also assumed an unavoidable price rise. This has always been 0.5 to 1 
percentage point below the relevant inflation forecasts, which have never 
been very high. And we have also expressed the belief that there can be no 
go and then stop in price movements, but only a gradual reduction of infla- 
tion. In this way, price goals have been formulated over the years that were 
usually noticeably above an inflation rate of 1 to 2 percent, a price rise that 
today we would characterize as a satisfactory approach to price stability. 

This policy has fairly often given rise to reproaches: For example, that 
the Bundesbank likes talking about stability but isn't aiming for it. In ac- 
tual fact, the only realistic assumption is that price rises that already ap- 
pear to have worked through into business planning cannot be stopped at 
once. At the same time, our policy has given us a chance of reacting mod- 
erately to external price shocks-such as oil price increases and import 
price jumps determined by exchange rates. In doing this we have largely 
been concerned to avoid transplanting exogenous price disturbances via 
domestic adjustment inflation, without avoiding at any cost the direct ef- 
fects of terms-of-trade deterioration on the domestic price level. A strategy 
of this type naturally presupposes a certain public trust in the course of 
central bank policy, and I have to admit here that prices and wages have by 
no means always reacted in an ideal fashion to the monetary framework 
set by the Bundesbank. So I am sure that in some cases we were tending to 
be too soft rather than too hard. We did indeed consider the probable costs 
of fighting inflation from a short-term point of view-that is, the short- 
term effects on production and employment. A further peculiarity of our 
stability policy strategy is that we do not formulate our price stabilization 
goals behind closed doors. Although the Bundesbank has statutory protec- 
tion against direct attempts at political interference, it tries very con- 
sciously to obtain a certain degree of advance backup from other 
economic policy authorities and prominent groups in the community. This 
way of proceeding rests on the conviction that a monetary policy geared to 
stabilizing the price level can get satisfactory results in the long term only if 
the central bank's efforts are clearly recognized by all economic actors and 
receive their support. For some of those involved in economic activity, a 
monetary growth target may, however, appear to be a relatively abstract 
quantity that has no direct effect on the way they behave. Others could at 
least pretend that they do not properly understand the Bundesbank's in- 
tentions. But we also associate with our monetary growth target an unmis- 
takable appeal to enterprises and unions to play their part, by behaving 
moderately in the process of price and wage formation, in allowing the real 
scope for growth in our economy to be exploited as far as possible without 
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endangering the postulate of stability. What is just as important in our pol- 
icy is the constant attempt to base monetary, fiscal, and general economic 
policy on compatible benchmarks of stability policy. In this field, a well- 
established ritual has developed in Germany, and it serves to coordinate 
the various policy areas in a manner that the German public can recog- 
nize. In joint consultation with the federal government, the Bundesbank 
ensures that the price and growth conceptions of the Bundesbank and the 
federal government do not conflict. To date, this has always led to the gov- 
ernment agreeing to the monetary growth targets announced by the Bun- 
desbank. 

Now, what have been the results of our stability policy? In view of the 
multitude of external disturbances and internal inflationary stumbling 
blocks that have hindered our policy since the beginning of the '70s, we are 
by now more or less content with the longer-term price performance of the 
German economy. Since the middle of the '70s, the inflation rate, mea- 
sured by annual changes in the GNP deflator, has been moving without 
overly strong fluctuations on an underlying trend of between 3.5 and 4.5 
percent, and of late has been tending towards 2.5 percent and lower. At the 
same time, however, even if for other reasons, real economic growth has 
weakened in the medium term. Moreover, we are now having to live with a 
level of more than 2 million unemployed, which can probably be cut back 
only step by step. 

Nevertheless, I would not be prepared to see, in this unfavorable devel- 
opment on the real side of the economy, economic inflation-fighting costs 
that would be to the discredit of the Bundesbank's monetary policy. There 
are of course many deep-rooted factors that have caused a sustained weak- 
ening of economic growth from the supply side in many European 
countries-including the Federal Republic of Germany.' So we have to re- 
sist the temptation to oppose underemployment with easy and cheap 
money and higher government deficits. In this respect, the business situa- 
tion we are faced with in Europe does not seem to be as favorable as it is in 
your case in the United States. 

On our side of the Atlantic, we will have to pursue medium-term price 
stabilization goals against the background of a certain Euro-pessimism, 
but this.pessimism should not be exaggerated. At least in the field of fight- 
ing inflation, there is a 'two-speed Europe: to use Mitterand's expression 
in another context. All around Germany there are countries 

1. See for instance: Bela Balassa, The Economic Consequences of Social hlicies in the 
Industrial Countries, Bernhard Harms Lecture, Kiel, June 23, 1984, Weltwirtschaftliches 
Archiv, Vol. CXX, p. 213-27. 
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with similar levels of price stability: Switzerland, Austria, and the Nether- 
lands. Moreover, the United Kingdom, Denmark, and Belgium are getting 
noticeably closer to this trend. Efforts being made in France are also con- 
siderable, even if not so successful. The monetary policy position in this 
respect is a varied one; for example, monetary policy is applied with more 
vehemence in the United Kingdom than in some of the other countries I 
have mentioned. The other speed is that of the Mediterranean countries; 
hopes of being able to make progress here are not so high. 

In the United States, monetary policy is confronted with the all-too- 
familiar problem of enabling a soft landing for a vital and rapidly expand- 
ing economy after a strong upswing. The fact that monetary and fiscal 
policymakers do not at all times appear to be seeing eye-to-eye in this re- 
gard will not facilitate solutions to your stabilization problems in America. 

But I did not come here to sing you some well-known tunes from a Euro- 
pean lament. I hope, on the contrary, that on the basis of the joint efforts 
of American economic theorists and those responsible in office for public 
policy, the American economy will soon have shot the rapids and arrived 
at steady growth and relatively stable prices. I think this is not impossible. 
If we look out of the window here at the Grand Tetons, we might think 
them impossible to climb, and for most of us this is true. But let me tell you 
a story that one of my old mountaineering friends told me: A mountain 
looks invincible only from a distance. When you get close to it you can see 
tracks up it and even foot and hand holds that you didn't expect before. In 
other words, there is absolutely no reason to lose courage. I am sure that 
the intellectual effort put into this symposium will lend its strength to this 
happening. So in this sense I wish the organizers continued and complete 
success and would like to thank you all very much for listening so patiently 
to a central bank practitioner from the Old World. 





Credibility and Monetary Policy 

Bennett i7 McCallum 

Introduction 

According to my dictionaries, "credibility" is the property of being credi- 
ble, with the latter meaning roughly the same as believable. So with this 
definition, a policy lacks credibility if it is one that could not reasonably be 
believed. It would appear that William Fellner (1976, 1979), who intro- 
duced the idea into the macroeconomic arena, chose this particular word 
because he believed that the U.S. aggregate demand policy of the middle to 
late 1970s was unsustainable and in that sense unbelievable. With the pas- 
sage of time, the term has come to be used in a slightly different way, in 
particular, as meaning "believed" rather than 'believable." In what follows, 
the term will be used in this latter fashion: Credibility obtains to the extent 
that beliefs concerning policy conform to the way in which policy is actu- 
ally being conducted and to official announcements about its conduct. 

It should be emphasized'that this meaning is conceptually quite distinct 
from that pertaining to a situation in which it is expected that future rates 
of inflation will be small. As it happens, interest in the notion was from the 
start stimulated by Fellner's argument that a credible (believed) disinflation 
would be less costly, in terms of foregone output, than one that the public 
expected to be aborted. Because of this interest in disinflation, much of the 
discussion has been conducted under the presumption that prevailing pol- 
icy is of a type that will lead to a low inflation rate in the future, and that in 

The author is indebted to Alex Cukierman, Marvin Goodfriend, Robert Hetzel, and Allan 
Meltzer for many helpful discussions, and to the National Science Foundation (SES 84- 
08691) for partial financial support. Useful criticism of an earlier draft was provided by Alan 
Blinder, Stanley Fischer, Benjamin Friedman, Robert I. Gordon, Robert G. King, and David 
E. Lindsey. 
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turn implies an agreement between correct beliefs and low inflationary ex- 
pectations. But these concepts are obviously quite different, and to define 
the term in the latter way would be to abuse language as well as to create 
unnecessary possibilities of confusion. 

A second distinction concerns phrases such as "credibility of monetary 
policy? Here it is important to distinguish between policy as an ongoing 
process-a way of making decisions and taking actions-and the resulting 
period-by-period actions (instrument settings) themselves. Thus, the credi: 
bility of a policy is to be distinguished from the credibility of the announce- 
ments pertaining to a particular period. While the latter is certainly a 
concept of some interest, economists'efforts are-for reasons explained by 
Lucas (1980)-usually more fruitful when focused on the analysis of poli- 
cies, as opposed to specific policy actions. 

The objective of the present paper is to describe and consider the most 
important existing ideas concerning credibility of monetary policy. Special 
emphasis will be given to matters pertaining to the U.S. economy and the 
practices and procedures of the Fed. The main discussion begins in the 
next section with a review of Fellner's hypothesis that the costs of a disin- 
flationary episode will be smaller when the public believes that the disin- 
flation will in fact be carried out. This hypothesis has been challenged 
recently by B. Friedman (1983), Gordon (1983), Perry (1983), and others; 
an evaluation of their arguments is attempted and some new results pre- 
sented. In the following section, by contrast, the discussion centers on pds- 
itive analyses of the monetary policymaking process. Models developed by 
Barro and Gordon (1983a, 1983b), Canzoneri (1983), and Cukierman and 
Meltzer (1984) are examined, the object being to develop an understanding 
of why certain features of monetary policy tend to prevail. The basic ideas 
of the analysis are then applied in the final section, which is concerned 
with various strategies for obtaining a type of policy behavior that might 
produce better macroeconomic results-less inflation with no more 
unemployment-than the U.S. has experienced in the recent past. Particu- 
lar proposals touched upon include the adoption of a commodity-money 
standard, a balanced-budget amendment, a legislated monetary rule, a 
nominal GNP target, and the absorption of the Fed into the Treasury. 
Some conclusions are then suggested. 

The importance of credibility 

The basic idea of the credibility hypothesis-that the foregone-output 
costs of a disinflationary episode will be smaller if the public correctly be- 
lieves that the attempt will not be abandoned-is familiar enough to 
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require only a brief sketch. If, for example, the economy's aggregate supply 
function (or Phillips relationship) is of the form1 

with ut a purely random disturbance, then the inflation rate, Apt, can be 
lowered without any deleterious effect on output relative to capacity yt - 
yt provided that the reduction in Apt is correctly anticipated by at least one 
period, while a cumulative output reduction of all(l - X) will occur per 
unit decrease in Apt if the latter is not anticipated. More generally, if in- 
stead of (1) the supply function is of the nominal-contract type utilized by 
Fischer (l977), 

then each Apt reduction must be anticipated two periods in advance to 
avoid all output costs, with an extension to J-period lags straightforward. 
These costs will, nevertheless, be smaller the smaller is the excess of ex- 
pected over actual inflation rates during the epi~ode.~ The rather different 
contracts of the type employed in Taylor's models (1980, 1983a) also give 
rise to such effects. An interesting recent analysis using a more general 
framework appears in Fischer (1984). 

Two or three years ago, the relevance of this credibility hypothesis for 
the U.S. economy was, I believe, very widely accepted by economists doing 
macroeconomic re~earch.~ More recently, however, it has been called 
into question on the basis of U.S. data referring to the recent (1982-83) 

1. Here crl > 0 and 0 s X c 1 while y, and p, refer to logarithms of actual and 'capacity" or 
"natural rate" values of aggregate output for period t and p, is the log of the aggregate price 
level. In equation (I), E,-lAp, merely denotes the subjective expectation of Ap, held at the end 
of period t-1. At various points, however, we will interpret E1-,(.) as the conditional mathe- 
matical expectation E(. ( where hl,-, is an information set including realizations of all 
relevant variables in periods t - 1, t - 2, . . . . In other words, we shall in that case be assuming 
rational expectations. That hypothesb is neither necessary nor sufficient for the credibility 
hypothesis, although there are strong relationships and many pmponents of the credibility 
hypothesis do in fact come to the latter by way of rational expectations. 

2. This statement is phrased so as to avoid taking a position on the issue of whethercosts 
are incurred whenever y, # p,, or only when y, c 9,. Thus this paper continues in the com- 
mon tradition of bypassing this fundamental and important issue. 

3. Note that the 'credibility hypothesis" does not imply only,that policy credibility (as de- 
fined above) obtains, but also that the economy's Phillips curve is of the expectational variety. 
This terminology is taken fmm Fellner. 
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recession and slowing of inflation. In particular, Friedman (1983, 1984), 
Gordon (1983,1984), and Perry (1983) have each suggested that the credi- 
bility hypothesis and its close intellectual kin, the 'lucas critique: are fac- 
tually incorrect. More specifically, they have argued that conventional 
(i.e., non-rational expectation) Phillips curve relationships based on pre- 
1980 data are consistent with the disinflationary episode, and that this 
would not be true if the credibility hypothesis had empirical rele~ance.~ 

&The most extreme of the positions taken in these papers is expressed by 
Friedman (1983, p. 14), who indicates that the unemployment-inflation 
figures 'are strikingly in line with the conventional estimates of the cost of 
disinflation surveyed by Okun." This reference, of course, is to Arthur 
Okun's famous summary of six econometric Phillips curves, which indi- 
cated that 'the cost of a 1-point reduction in the basic inflation rate is 10 
percent of a year's GNP, with a range [across models] of 6 to 18 percent" 
(Okun, 1978, p. 348). In making his calculation, Friedman presumes that 
the episode lowered the inflation rate by 5 percentage points and estimates 
that the incremental unemployment during 1980-82 was about 5 point- 
years. These figures would imply a sacrifice ratioS of only about 2.5 to 3.0 
(depending on the 'Okun's Law" figure used to convert unemployment 
into output,loss), well below Okun's lower limit of 6. But Friedman also 
counts unemployment predicted for the years 1983-88, which totals three 
times as much as that for 1980-82, giving him a final value of 10-12 ('to- 
ward the pessimistic end of Okun's range") for the episode's sacrifice ratio. 
In a more recent look at the episode, furthermore, Friedman (1984) was able 
to use actual data for most of 1983. This brought the sadtce ratio up to the 5- 
6 range without reliance on predictions of future unemployment. 

4. An entirely different argument calling into question the hypothesis was developed by 
Grossman (1983). This argument concerns equation (I) together with rational expectations (i.e., 
with &_,Apt = E[Ap, I Q,_,]) a specification that has often been interpreted as applying to an 
economy with full price flexibility. Under that interpretation, as Grossman notes, the true struc- 
tural supply function (as developed in Lucas [I97311 relates to contemporaneous perception er- 
rors rather than anticipational errors; equation (1) is just an aggregated reduced-form expression 
that is appropriate in some cases. Consequently, if individuals possess useful information on 
contemporaneous nominal aggregates (money stock or price index values), as would seem to be 
the case in actuality, then previously formed expectations of Ap, are irrelevant for output deter- 
mination. Credibility then becomes unimportant for price and output developments; all that 
matters is the path actually taken by the money stock and price level. So, Grossman in effect 
suggests, credibility arguments are important only for economies in which there is some sticki- 
ness in price adjustments. McCaUum (1982) uses a related argument to suggest that price sticki- 
ness is in fact a feature of the U.S. economy. 

5. The sacrifice ratio is the percent of a year's output lost divided by the number of percent- 
age points (on an annual basis) that the inflation rate falls. The term was used by Gordon and 
King (1982). 
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Basically the same raw data have also been examined by Fischer (1984). 
As a result of a slightly different assumption regarding the natural unem- 
ployment rate (6.5 percent vs. Friedman's 6.0), and a different set of predic- 
tions about unemployment in 1984-1988, Fischer finds 'a sacrifice ratio 
around 5 to 6, at the lower end of the range quoted by Okuii" (1984, p. 27). 
If, moreover, the inflation drop is viewed as 6 percent, rather than 5 per- 
cent, then the implied sacrifice ratio is below the Okun range. 

Perry's (1983) study of the recent episode is based in part on a compari- 
son of actual nominal wage changes during 1980:I-1983:II with values pre- 
dicted by an equation estimated on data from the period 1954:I-1980:I. 
Evidence in favor of the credibility effect would consist of negative predic- 
tion errors, i.e., actual minus predicted values of the rate of wage change. 
In his evaluation of the results, Perry emphasizes that such errors do not 
show up in 1980 or the first three quarters of 1981, and that those resulting 
for 1981:IV-1983:II are not large compared to their standarderrors. It is the 
case, nevertheless, that the prediction errors are negative for each of the 
last seven quarters that he examined, 1981:IV-1983:II. This finding, which 
is duplicated for the DRI model's wage equation in a study by Blanchard 
(1984), is qualitatively consistent with the credibility hypothesis. 

Perry (1983) also reports that price-change prediction errors are predom- 
inately positive, rather than negative, for two of the three versions of the 
Gordon-King (1982) inflation equation. Thus, from this equation, 'there is 
no evidence supporting the credibility hypothesis in connection with the 
present policy of disinflationn (Perry, 1983, pp. 598-99). A similar finding is 
reported by Clarida and Friedman (1983).6 

What should we make of all of this? Certainly there is not a great deal of 
evidence in the quarterly data for 1980-83 that would serve to change the 
mind of someone dubious about the credibility hypothesis or, for that mat- 
ter, the Phillips-curve applicability of the Lucas critique. But likewise the 
record is not such that a true believer-even a relatively open-minded 
one-would be strongly inclined to alter his position. A leading reason is 
noted by Perry (1983, p. 600): 'No measure exists of what private decision- 
makers thought about policy aims in-this period. Because of this, one 
could argue that the promised benefits of credible disinflationary policy 
have not been realized because the credibility of anti-inflation policy has 
never been established." My own opinion gives a great deal of weight to 
this argument. Some reasons for doubting the Fed's resolve to eradicate 

6. Other studies of the episode have been conducted by Cagan and Fellner (1983) and En- 
glander and Los (1983). 
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inflation can be inferred by consideration of Herb Stein's (1980) list of six 
features that a disinflationary policy should possess in order to be credible. 
These include: 

1. A combination of various policy measures. 
2. Cooperation between the president and the Fed. 
3. A high degree of bipartisan support. 
4. Quantitative specification of intermediate-term goals and measures, 

so that deviation from the program will be immediately visible. 
5. Rejection of any commitment about the unemployment rate. 
6. Rejection of substitute measures such as 'incomes policy.? 

Among these features, only No. 6 in fact obtained during the episode in 
question. Of particular importance, in my opinion, was the absence of fea- 
ture 4, about which more will be said below. 

Indeed, from an ex post perspective, as of June 1984, it is not at all clear 
that the episode of 1980-82 did in fact involve a change to a new, non- 
inflationary policy regime. Neither private nor governmental forecasts are 
now predicting a continued lowering of the inflation rate from its 1983 
level, and some vector autoregression models are predicting sharp in- 
creases within a few months. More fundamental is the evidence concern- 
ing policy provided by the behavior of the monetary base. In particular, the 
growth rate of the (St. Louis) base has averaged 8.4 percent per annum 
since the third quarter of 1979, as compared with 2.8 percent for the 22- 
year period 1947:IV-1969:IV. 

Examination of one particular episode is, of course, not the preferred 
method of testing hypotheses. Standard econometric techniques utilize 
data from longer sample periods and so are less susceptible to distortion by 
one or two random disturbances. Thus, a preferable approach to the issue 
at hand would be a more general consideration of the empirical signifi- 
cance of the credibility hypothesislLucas critique. In this respect it is nota- 
ble that Gordon (1984, p. 42) has contended that 'the U.S. Phillips curve 
appears to be one of the most stable empirical macroeconomic relation- 
ships of the postwar era, one that shows no sign as yet of being subject to 
Lucas's econometric critique." This conclusion is based in part on the study 
by Gordon and King (1982, pp. 224-29), who find only minor evidence of 
parameter changes between subsamples divided at the end of 1966. 

Since whether one finds evidence of relationship changes will depend 
on the way in which he looks, I will report the results of a brief investiga- 
tion of my own. One consideration of importance is that evidence of a 
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parameter change will assert itself more clearly when the alternative 
hypothesis-alternative, that is, to a null hypothesis representing no pa- 
rameter change-is not excessively general. From the analysis of Sargent 
(1971), one would expect that the place to look for changes in a Phillips 
relationship is in the value of the coefficients attached to past inflation 
rates. Accordingly, I have looked for changes in the values of b,, . . . , bN in 
equations of the form 

where x, denotes the U.S. unemployment rate for males over 20 years of age 
and with pt measured as the log of the PCE deflator. I have sought to deter- 
mine whether the bj values changed between the noninflationary 1950s and 
the inflationary 1970s by expressing each of these coefficients as bj = bjo + 
bj ,d,, where d, is a dummy variable equaling zero in the earlier period and 1.0 
in the later period. I have followed Gordon and King (1982) in using the end 
of 1966 as the breakpoint for d,. My overall sample period is 19541-1982:IV; 
seasonally adjusted quarterly observations are used. 

Since the quarterly inflation rate was, over the early part of the sample, ' 

fairly well-represented as a first-order autoregression (see Nelson [1972]), 
let us first consider OLS estimates with N = 1. With the dummy excluded 
we obtain 

R2 = 0.739 SSE = 0.00155 DW = 2.51 

where SSE is the sum of squared residuals, and the figures in parentheses 
are absolute values oft ratios. Including the dummy-allowing the coeffi- 
cient on ApGl to be different after 1966-gives rise to the following: 

(5) Ap, = .0053 - .0O07xt + .0003~~.~ + .23OA&.l + .566dtA~.1 
(5.0) (1.1) (0.5) (1.8) (5.3) 

R2 = 0.791 SSE = 0.00124 DW = 2.17 

Obviously the dummy variable is highly significant; indeed, it carries most 
of the explanatory power. Other aspects of the results are not, however, 
satisfactory-e.g., the unemployment variables have little explanatory 
power. Consequently, it appears that a larger value of N is needed, that 
more lagged values of Apt are required to reflect the effect of past inflation. 
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Estimates with N = 4 indicate that the fourth lag is not important, so 
results will be reported for N = 3. With the inclusion of the post-1966 
dummies, these estimates are 

R2 = 0.819 SSE = 0.001078 DW = 1.95 

Without the dummy terms, the SSE value is 0.001232. Consequently, the 
relevant chi-square test statistic has the value [(0.00123210.001078)-1][120- 
91 = 15.9. As there are three constraints under the null hypothesis, the 
critical value for a test with significance level 0.01 is 11.3. The null hypoth- 
esis of no parameter change is therefore easily rejected. 

Furthermore, it will be noted that the sum of the bj values is 0.913 for 
the post-1966 subperiod and only 0.582 for the earlier subperiod. These 
numbers would suggest very different pictures concerning the extent of an 
inflation-unemployment tradeoff across inflationary steady states to 
someone who (incorrectly, in my opinion) believed that the estimates could 
be interpreted in this fashion. 

While the foregoing investigation is certainly not a definitive study, its 
results illustrate that the Gordon-King finding is sensitive to the testing 
strategy employed. To conclude that Phillips relationships are not suscepti- 
ble to the Lucas critique, and thus that the credibility hypothesis is invalid, 
seems premature at best. Let us continue this discussion, then, under the 
presumption that expectational effects are important in relationships de- 
scribing outputlinflation tradeoffs.' 

Reasons for credibility problems 

Our next topic concerns reasons why credibility tends to be low. At this 
point the intention is to discuss the issue at a general and slightly abstract 

7. At the Jackson Hole conference, Robert Gordon reported some test statistics indicating 
that the difference between my results and those of Gordon and King arises primarily be- 
cause my specification (3) does not include a number of additional explanatory variables that 
do appear in the Gordon-King study (1982, p. 218). One's conclusionsconcerning the relative 
merits of the tests must then rest, to a considerable extent, on his judgment as to the theoreti- 
cal appropriateness of the inclusion of these additional variables. 
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level, turning in the next section to specifics concerning the United States. 
The discussion will be somewhat specific even here, however, in that its 
emphasis will be on the tendency of inflation rates-and agents' expecta- 
tions of them-to exceed values planned and announced by the monetary 
authority. 

Among studies designed to explain policy behavior of the monetary au- 
thority, the most prominent analysis relating to the subject at hand is that 
presented by Barro and Gordon (1983a, 1983b), who built upon insights 
originally developed by Kydland and Prescott (1977). In the simplest ver- 
sion of the Barro-Gordon (1 983b) model, the monetary authority's objec- 
tive function is increasing in the current inflation or monetary surprise, 
but decreasing in the square of the inflation or money-growth rate itself, 
with discounted values of similar terms for all future  period^.^ If this au- 
thority were to adopt a policy rule that chose among constant inflation 
rates? he would recognize that on average, surprise values would be zero 
so that the optimal choice would be for a zero inflation rate. For the same 
sort of reason, an average inflation rate of zero would be implied by the 
optimal rule choice when a broader class of rules is permitted. 

Suppose, however, that there exists no mechanism for institutionalizing 
a policy rule, so that the authority proceeds in a discretionary manner, se- 
lecting current inflation rates on a period-by-period basis. In each period, 
then, he will take the prevailing expected inflation rate as a given piece of 
data (an initial condition). The current surprise value then appears to be 
under his control, so the optimum choice of the current inflation rate 
seems to be that which just balances the marginal benefit of surprise infla- 
tion against the marginal cost of inflation per se. With an objective func- 
tion of the type described, this optimal value will be strictly positive, with a 
magnitude that is greater the lower is the cost assigned to inflation. 

Rational individuals understand this process, however, so the public's 
expectations about actual inflation are correct on average. Thus the 

8. Other versions of the model exist. The square of actual inflation relative to some con- 
stant target rate appears in one, while Barro and Gordon (1983a) use the square of y, - kp, 
(with k > 1) as a penalty term rather than making the objective increasing in y, - 9, (or the 
surprise term). 

9. There is no need, in the Barro-Gordon setup, to distinguish between inflation and 
money-growth rates. Consequently, we shall for simplicity write as if the authority were di- 
rectly selecting inflation values. 
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surprise magnitude is zero on average, over any large number of periods, 
even though the monetary authority views it as controllable in each per- 
iod. Consequently, there is on average no benefit actually materializing to 
compensate for the cost of a positive inflation rate. The discretionary out- 
come, it is clear, features more inflation but the same amount of surprise 
inflation (on average) as under a rule. According to this model, then, a dis- 
cretionary mode of policy behavior by the monetary authority leads to 
consequences that are unambiguously poorer than would obtain (for the 
same economy and same objectives) under rule-like behavior. 

Credibility enters the picture when Barro and Gordon enrich the menu 
of considerations to reflect the possibility of reputational strategies. In a 
reputational equilibrium, the monetary authority delivers a preannounced 
inflation rate in each period even though this rate is below the value that 
would obtain under discretionary behavior, the reason being that any de- 
parture from the preannounced value would induce private agents to dis- 
believe announcements concerning the future and expect more inflation 
than promised. Under the Barro-Gordon assumptions regarding the poli- 
cymaker's objectives, this rate lies between zero and the discretionary 
value discussed above. Thus, in each period, the monetary authority parti- 
ally bypasses the apparent possibility of exploiting given expectations be- 
cause of his recognition that such exploitation would lead to a loss of 
credibility (reputation) that would imply a more unfavorable tradeoff in 
the future. Taking account of reputational effects, Barn and Gordon then 
obtain an equilibrium solution that is a weighted average of those that 
would obtain under discretion and under the optimum institutionalized 
rule. A concern for credibility is helpful, but is not a fully adequate substi- 
tute for the possibility of an institutionalized rule. 

The Barro-Gordon line of analysis accurately reflects, in my opinion, 
several crucial aspects of the situation that actually obtains in the U.S. 
economy. In particular, its emphasis on the tension created by the desir- 
ability of money growth surprises together with the undesirability of antic- 
ipated money growth, seems central to the policy problem. It provides, 
moreover, an explanation of why our economy experiences significantly 
positive inflation on average even though policymakers (as well as econo- 
mists) profess to believe that no benefits are thereby induced. 

Taylor (1983b) has expressed reservations about this aspect of the Barro- 
Gordon analysis. His argument is that, in other contexts involving similar 
tensions, 'society seems to have found ways to institute the optimal (coop- 
erative) policy. For example, patent laws are not repealed each year to pre- 
vent holders of patents from creating monopolist inefficiencies [that] 
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would eliminate any incentive for future inventions" (1983b, p. 125). That 
argument seems unconvincing, however, for the Barro-Gordon analysis is 
designed for an economy with fiat money, and our system has only re- 
cently completed its dissociation from a commodity-money (gold) stand- 
ard. Thus it should be possible, if Taylor were right, to point to the recent 
creation of some institutional arrangement comparable to our patent sys- 
tem. Indeed, the need for something of this type would seem to be the 
main message of the Barro-Gordon analysis. This argument of Taylor's 
seems to imply, moreover, that our system has been generating the optimal 
amount of inflation-which he disputes elsewhere (1 985). 

My own reservations would be just the opposite of Taylor's. Specifically, 
I would think that the actual situation in the U.S. would be better repre- 
sented by the purely discretionary equilibrium, in the Barro-Gordon 
model, than by the reputational equilibrium. Establishment of the latter 
apparently requires specification by the policymaker of a (noninstitutiona- 
lized) rule governing preannouncements that is enforced by the cost of de- 
parting from its instructions. (See Barro and Gordon [1983b], p. 108.) But 
there is no existing counterpart of this rule in the U.S. system. Indeed, 
spokesmen for the Federal Reserve have been adamant in their rejection of 
any prespecified pattern of policy behavior and in their assertions concern- 
ing the desirability (or even necessity) of poli~ymakingflexibility.'~ In ad- 
dition, I am bothered by the assumption about expectations utilized by 
Barn and Gordon (1983b, p. 108). 

More recently, Cukierman and Meltzer (1984) have enriched the afore- 
mentioned line of analysis by incorporating three complications not 
present in the basic Barro-Gordon framework: imperfect control of, and 
unreliable announcements about, money growth rates, plus stochastically 
changing objectives of the policymaker. The fluctuations in objectives, 
moreover, are not promptly recognized by the public. These extra ingredi- 
ents permit Cukierman and Meltzer to derive a large number of interesting 
conclusions concerning monetary behavior; two examples are that the 
monetary authority will choose to have relatively looser control proce- 
dures the higher is his rate of time preference, and that looser control leads 
to higher average rates of money growth (and inflation). Despite the inge- 
nuity of these enrichments, however, the basic source of an excessive 

10. See, for example, the statements in Volcker (1982, 1984). Also see the discussion of the 
Fed's attitude by Hetzel(1984a) and Lombra and Moran (1980). 
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average inflation rate continues to be the exercise of period-by-period dis- 
cretion, rather than the one-time choice of a rule." 

A point emphasized in the Barro-Gordon discussions is the compatibil- 
ity of fixed rules with policy activism, i.e., responses to the current state of 
the economy. The distinction between rules and discretion is quite differ- 
ent from the distinction between activist (i.e., contingent) and non-activist 
(e.g., constant growth rate) rules. Canzoneri (1983), by contrast, has re- 
lated the two distinctions by positing an environment in which desirable 
activist responses depend upon a state variable about which the monetary 
authority has private information (i.e., one not currently observable by in- 
dividual agents). This makes it impossible for agents to verify, in a given 
period, whether the current rate of money growth differs from its average 
value because of an activist, rule-dictated response to current perceptions, 
or because the monetary authority is attempting to exploit initial condi- 
tions as in a discretionary equilibrium. But while that point is correct as 
stated, it does not imply thatfrom a series of observations the public (i.e., 
individual agents) cannot tell whether the monetary authority is following 
a rule or behaving discretionarily, for the average money growth rates will 
differ. Consequently, the difference between the two distinctions seems im- 
portant, despite Canzoneri's example. 

The main messages that I see in all of this are, then, those stressed by 
Barro and Gordon. They are that (1) discretionary behavior tends to lead 
to excessive inflation, and (2) the operation of rules does not preclude ac- 
tivist stabilization responses. Reputational considerations may move the 
outcome in the direction of an optimal rule equilibrium, but will do so to a 
limited extent. What is needed to prevent excessive inflation, and expecta- 
tions of the same, is the adoption of an appropriate policy rule. 

It may be noted that the undesirably high inflation rates in discretionary 
equilibria in the Barro-Gordon framework do not necessarily correspond 
to imperfect credibility as defined above-that is, as existing when there is 
a divergence between privately expected and actual or officially an- 
nounced values. There is, however, an interpretation of the discretionary 

11. Cukierman and Meltzer (1983, pp. 35-35) suggest that their framework does not in- 
volve any dynamic inconsistency 'because the 'action' taken by the public [forming expecta- 
tions of money growth] does not depend on the future settings" of policy variables. As the 
same expectation formation is the public's only 'actionw in the Barro-Gordon and Kydland- 
Prescott setups, these must also involve no dynamic inconsistency in this sense. A different 
concept might define dynamic inconsistency as obtaining when there exists a discrepancy 
between instrument settings under rules and under period-by-period decisionmaking (given 
the same preferences and technological constraints in each case). This sort of discrepancy 
would prevail in the Cukierman-Meltzer framework, if rules were considered. 
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equilibrium path that matches the second of these definitions precisely. 
Suppose that in period t the monetary authority takes E,-,Apt as given, but 
that he recognizes that future surprises have expected values of zero. 

- Thus, in period t he chooses Apt > 0 andplans for Apt + , = Ap, +, = . . . - 
0. Then when period t + 1 comes around, the relevant initial condition is 
that E,Ap,+ , is given, so the authority chooses A, + , > 0 and plans Apt+, = 

Apt+, = . . . = 0. In each period, according to this story, the monetary 
authority takes actions that differ from those that he planned, last period, 
to take. Then if his announcements accurately represent his plans, the 
equilibrium will be one in which inflation in each period-or more gener- 
ally on average-exceeds its previously planned and announced value. Ra- 
tional private agents' expectations will, on average, equal actual values, so 
they will be different from planned and announced values-a situation of 
low credibility. 

To this picture it may be objected that the policymaker is posited as be- 
having in a peculiar manner. In particular, he is not accurate in his predic- 
tions about how he himself will behave in the future. Dynamic 
inconsistency thus prevails in a different sense than that described by 
Barn and Gordon (1983a, p. 599). This objection is well taken, but on be- 
half of the story (equilibrium concept) offered, it can be said that it de- 
scribes a process in which outcomes are consistently less desirable than 
those planned and announced by policy authorities. In particular, there is 
in the example at hand more than zero inflation on average even though 
the monetary authority is always planning and announcing that the infla- 
tion rate will be zero in the future. It seems possible that this story has 
some relevance for actual economies.12 It certainly conforms in several 
respects-target misses, base drift, positive inflation-to the portrayal of 
the U.S. experience as described by Hetze1(1984c), Lombra-Moran (1980), 
and other knowledgable observers. 

Macro policy credibility in the United States 
In this section we turn our attention more specifically to the United 

States and, in particular, to its monetary authority, the Federal Reserve. In 
a discussion concerning credibility, the first thing that needs to be said 
about the Fed is that it appears, from the viewpoint of an outside observer, 

12. It is, in my opinion, not obvious that it is wrong to assign a different extent of rational- 
ity to private agents, whose modeled actions impinge primarily on their own welfare, and 
policy authorities, whose modeled actions impinge primarily on others. To treat such actions 
differently is to admit to having a poor model of the political process-something that I am 
willing to do-for, with a good one, policymakers could simply be treated as maximizing their 
own private individual utility subject to the constraints of the political process. 
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that the Fed has no desire for a situation of high credibility. Of course, it 
would prefer that the public expects that future inflation rates will be low. 
But, as emphasized earlier, that is not the same as desiring a high degree of 
conformity in general between public beliefs about policy and the Fed's 
own plans. 

There are various ways in which the Fed's actions and procedures sug- 
gest the absence of a desire for public understanding of the policies being 
pursued. One obvious example in this regard was the Fed's opposition in 
the 1970s to Congressional proposals for the announcement of monetary 
targets. Of continuing significance is the practice of announcing target 
ranges-with quite wide bands-for a number of different monetary ag- 
gregates. In addition, there is the ambiguity concerning the meaning of 
the "targetsn-are they something that the Fed attempts to achieve, or do 
the numbers serve merely as indicators relevant to judgments about cur- 
rent conditions? 

To these observations it might be countered that the Fed's position is 
appropriate since it is undesirable to have targets expressed in terms of 
monetary aggregates. The items of actual concern are macroeconomic 
goal variables such as inflation, employment, output growth, etc. Thus it is 
undesirable for the Fed to try to achieve announced monetary targets in 
the face of exogenous disturbances; instead, according to this argument, it 
should readily abandon monetary targets when to do so would result in 
better fulfillment of macroeconomic goals. Consequently, the argument 
concludes, the ambiguity concerning monetary targets is not evidence of 
any lack of desire to communicate actual goals. But if that is the position 
of the Fed, then it should be happy to announce target paths for the goal 
variables, if it wants its plans to be understood by the public. In fact, of 
course, the Fed is on record as opposing the establishment of publicly an- 
nounced targets expressed in terms of goal variables.13 

The absence of a desire for credibility is also suggested by the type of 
dialogue that often arises in response to criticism or suggestions for proce- 
dural changes. For example, officials of the Fed have frequently responded 
to criticism regarding money stock variability-i.e., fluctuations in M1 
growth rates-with the assertion that the Fed is unable to exert control 
over the aggregate in question over short spans of time. Almost simultane- 
ously, other officials of the Fed have argued in opposition to proposals for 
the adoption of operating procedures that would serve to improve month- 

13. See, e.g., Volcker (1983). 
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to-month monetary control.14 Then, in response to the criticism that arises 
naturally from this concatenation, it has been argued that short-run mone- 
tary control is unimportant; as long as the money supply is well managed 
over longer intervals there is no need, it is,argued, for improved month-to- 
month control. But that position is hard to reconcile with the Fed's ten- 
dency to permit 'base drift," i.e., its practice of expressing each period's 
money stock target in terms of percentage changes from that period's start- 
ing value, without adjustments to compensate for target misses of the pre- 
vious period. l 5  Clearly, if misses were white noise, this practice would lead 
to random-walk behavior of money stock deviations from any given target 
path-which is not what most economists would mean by long-run con- 
troll6 More generally, long-run control under almost any definition re- 
quires either accurate month-to-month control or an absence of base drift. 
It is thus difficult not to obtain the impression that the Fed places little 
value on long-run monetary control-an attitude that sharply contradicts 
the Fed's own statements about the relationship between inflation and 
money growth, together with its announced determination not to contrib- 
ute to inflation.I7 

It might be possible to construct an argument that inflation (and thus 
monetary control) is not actually of much importance,18 but that is not the 
issue under discussion. The point of the previous paragraph is that the nat- 
ure of the Fed's multipart response to its critics is not of a type that would 
engender belief that the Fed is frankly conveying a clear notion of its goals 
and intentions.Ig 

As a result of the record of the last 15 years, many economists have con- 
cluded that basic institutional reforms will be required to create a high 

14. Especially relevant in this regard was the Fed's long-lasting opposition to contemporaneous 
reserve requirements. One of the reasons given for the Fed's reluctance to change-the possible 
technical infeasibility of banks' compliance with contemporaneous requirements-was itself 
enough to give one doubts about the candor of the position (given that such requirements prevailed 
before 1968). As a climax to the matter, when the Fed finally introduced in 1984 a scheme that it 
describes as contemporaneous reserve requirements, it chose one that continues to feature a two- 
day lag between the end of computation and maintenance periods. As Goodfriend (1984) has ex- 
plained, this two-day lag could-depending on whether the Fed stabilizes the federal funds rate 
during the two days-make the system no different for monetary control purposes than others 
previously found wanting. 

15. From 1975 to 1978, base drift could occur every quarter; since the passage of Humphrey- 
Hawkins legislation in 1978 it occurs once each year, with a second occasion possible (and realized 
in 1983). 

16. Barm (1982, p. 105) refers to this type of regime as 'one that possesses no nominal ancho? 
17. See, for instance, Volcker (1984). 
18. I would not try todo so. 
19. Another indication is provided by the Fed's opposition to the prompt release of trading-desk 

directives and minutes of FOMC meetings. 
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degree of credibility for promises that the Fed will not permit inflation in 
the future. The basic aim of the proposed changes is, of course, to generate 
noninflationary behavior of the monetary system, as opposed to optimism 
unrelated to any changes in the forces that have resulted in the inflation of 
the past. A number of quite distinct poposals, representing different mon- 
etary standards, have been presented. Prominent among there are pro- 
posals for: 

Adoption of a gold standard or some other commodity money system. 
Passage of a constitutional amendment requiring a balanced budget 
for the federal government in each year. 
Legislative imposition of a monetary rule upon the Fed. 
Conversion of the Fed into a bureau of the Treasury. 

A complete consideration of these proposals is clearly beyond the scope 
of this paper. But since each of the first three involves the adoption of some 
form of a rule involving precommitment, discussion of certain aspects is 
needed. More complete reviews have been provided by Stein (1980) and 
Friedman (1984). 

The logical attraction of a genuine gold standardz0 is that it makes the 
price level-i.e., the money price of commodities in general-a relative 
price. There are then limits on the extent to which the price level can 
change over any given span of time, limits that are determined by changes 
in tastes and technology rather than the speed with which paper money 
and bank deposits can be created. Thus it seems almost certain that severe 
inflation could not occur while a gold standard was in operation. The sys- 
tem does, however, permit significant cyclical fluctuations in the price 
level, corresponding to relative price changes between gold and commodi- 
ties in general. How severe these fluctuations would be is a matter open to 

20. Friedman's (1961-1984) distinction between 'real" and 'pseudow gold standards is some- 
what unclear. It has been summarized by Stein (1980, p. 63) as follows: X real gold standard is 
a condition in which gold and promises to pay gold are circulated and exchanged freely but in 
which the government does not peg the price of gold relative to the national currency . . . . In 
a pseudogold standard, the government fixes the price of gold by standing ready to buy or 
sell." It would seem that the existence of a national currency with a pegged gold price would 
constitute a genuine gold standard provided that this price is maintained permanently. The 
gold standard then amounts to a rule governing the behavior of currency issues, one that 
subordinates the currency in a way that makes it consist of "promises to pay gold." Aid in 
understanding Friedman's point is provided by a useful paper by Cagan (1982) that describes 
the forces for management of actual gold-standard systems in a discretionary manner. Cagan 
also describes the influences that tend to bring about the breakdown of such systems. 



Credibility and Monetary Eblicy 121 

dispute, but most students seem to believe that the magnitude could be 
troublesome. Various writers have consequently proposed a monetary 
standard based on a composite commodity bundle, rather than a bundle 
consisting of gold alone. Hall (1982), for example, has suggested that a 
bundle composed of ammonium nitrate, copper, aluminum, and plywood (in 
specified quantities), would have rather small relative price changes-relative 
to commodities in geneml-in the United States of the present day.21 

A significant difficulty with a composite commodity system is that a 
bundle such as Hall's would not possess the historically based, mystical 
attractiveness of gold. All arrangements concerning the bundle would ob- 
viously be the product of explicit attempts to consciously devise a desirable 
monetary system. But in the absence of the mystique widely accorded 
gold, there would be little reason to prefer a commodity money system in 
comparison to one based on fiat money. Furthermore, if the commodity 
standard (i.e., the 'dollarn price of the bundle) were adjustable, as Hall pm- 
poses, a monetary authority not bound by a rule would have the same type of 
incentive for discretionary behavior as exists under our present system.22 

It shouldalso be mentioned that much of the apparent support for a 
gold standard is probably based on distorted views of what such a system 
entails. Friedman (1984, p. 45) has conjectured that a genuine gold stand- 
ard 'has minuscule political support." 

Let us turn next to the second item. While the notion of a constitutional 
amendment provides an attractive route for possible institutionalization of 
a non-discretionary policy rule, the emphasis that has been given to bal- 
anced budgets seems slightly misplaced. An example in a recent paper of 
mine (McCallum, 1984b, pp. 130-31) illustrates that in principle an econ- 
omy without excessive monetary growth can avoid inflation even if it 
maintains a positive deficit that gives rise to an ever-growing stock of gov- 
ernment debt.23 Strictly speaking, this result requires rather extreme Ri- 
cardian assumptions involving infinite planning horizons and lump-sum 
taxes. But one does not have to believe in the literal empirical accuracy of 
these to accept the point made by this example, which is that government 
purchases (absorption of resources) and money creation-rather than 

21. Hall's paper includes the unorthodox contention that government purchases and sales 
of the bundle would be unnecessary and undesirable. 1 will not attempt to consider that sug- 
gestion here. 

22. These problems are recognized by Hall (1982), p. 112: T h e  commodity standard is not 
inherently superior to fiat money as a way to stabilize the cost of living: 

23. The example is of some theoretical significance because it occurs in the context of a 
general equilibrium model in which all agents maximize explicitly specified objective func- 
tions and all markets clear. 
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deficits-are the macroeconomic policy variables of fundamental impor- 
tance. Consequently, an amendment whose intent is to avoid excessive 
growth of nominal aggregate demand should be designated to place limits 
on government purchases (rather than taxation) and on money creation. 

One other point to be made about any amendment whose purpose is the 
establishment of a policy rule concerning fiscal variables, is that it would 
be unfortunate if its design were to eliminate the built-in automatic stabi- 
lizers provided by a tax system that relates receipts to current income.24 

Closely related is the much-discussed possibility of congressional impo- 
sition of a rule that would constmin and precommit the behavior of the 
Fed.25 The main reasons why such a rule should be beneficial are implicit 
in the discussion of the previous section; here the relevant issue is whether 
there is any reason to expect that Congress would choose to impose such a 
rule. In that regard, the analyses of Hetzel(1984a, 1984b) and Kane (1980) 
are not encouraging. According to Hetzel, discretionary period-by-period 
policy behavior results from an attempt to appear responsive to the con- 
flicting desires of various politically significant groups, the intensity of 
whose desires fluctuates from month to month and year to year. The effect 
of this hypothesis is reinforced by Kane's scapegoat theory, according to 
which members of Congress want the Fed to have a substantial amount of 
discretion so that each member can attempt to place blame on the Fed, ex 
post, for unpopular developments. Each of these lines of reasoning seems 
to suggest that the likelihood of Congress imposing an operationally well- 
defined rule on the Fed is lower than the likelihood of the Fed adopting 
such a rule of its own volition. 

Recently, Friedman (1983, 1984) has mentioned the possibility of legis- 
lation that would 'end the independence of the Fed by converting it into a 
bureau of the Treasury Departmentn (1984, p. 43). He suggests that while 
this arrangement would be 'by no means ideal . . . it would be a great im- 
provement over the existing situation, even with no other changesn (1984, 
p. 45). The basis for this judgment is that bringing the Fed inside the ad- 
ministration would provide it with a 'bottom line" that would serve as a 
check on the bureaucratic inertia that prevents reform (1983, pp. 114-18). 
The bottom line in question would, however, result from potential voter 
dissatisfaction rather than the type of financial incentives faced by a 

24. This concern would be unnecessary if the economy were perfectly Ricardian. The 
viewpoint being taken is that the Ricardian model provides a good starting point for analysis 
of macroeconomic phenomena, but that its conditions are unlikely to obtain in full. 

25. Also possible is a constitutional amendment restricting monetary behavior (Friedman, 
1984, pp. 41-42). 
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private business firm. In view of the type of performance that has been 
forthcoming from Congress and recent administrations, it is unclear that 
better results would obtain. It would appear that the monetary authority 
would, if placed in the Treasury, be faced somewhat more directly with the 
same type of conflicting and fluctuating pressures that it is now subject to 
indirectly. Lf such pressures are in fact an important reason for discretion- 
ary behavior, this arrangement would be unlikely to lead to improved per- 
formance. The case of the Bank of Israel is relevant in this regard. 

Before concluding this discussion of proposed institutional reforms, a 
few words should be added concerning one that has received a great deal of 
attention recently, namely, that the Fed engage in 'nominal GNP target- 
ing."26 This proposal has been discussed, by both friends and foes, as if it 
were something dramatically different from money stock targeting. Conse- 
quently, I would like to suggest that they are in fact highly similar. Some 
essential features of similarity are as follows: 

8 Both assign the monetary authority an objective stated in terms of a 
nominal variable. 

8 In both cases, this variable is not itself an ultimate goal variable or an 
instrument that can be manipulated directly by the Fed. 

8 Thus in both cases specification of the target does not amount to an 
operational rule. 

8 Such a rule can be easily constructed, however, by specifying adjust- 
ments to the growth rate of the monetary base or the Fed's portfolio 
that would automatically take place whenever the GNP or money- 
stock variable is above or below its target path. 

8 For the avoidance of inflation, that target path needs to be defined in 
level (rather than growth rate) terms or, equivalently, base drift must 
be scrupulously avoided. 

Of course the operating characteristics of a system based on nominal 
GNP targets will be different from those of one based on M 1 or M2 money 
supply targets. But, given institutional arrangements under which the 
money stock is not directly controllable, this difference is one of a tech- 
nical nature that does not involve major issues of principle or ideology. 
More important issues, in my opinion, involve the presence vs. absence of 

26. See, e.g., Gordon (1983), Hall (1984), and Taylor (1985). The scheme described iti Mc- 
Callum (1984a) uses nominal GNP target departures as input variables to a fixed but semi- 
activist rule prescribing growth of the monetary base. 
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operational rules for manipulating a controllable instrument and the pres- 
ence vs. absence of base drift. 

Conclusion 
It remains to bring together some of the diverse themes presented above 

concerning credibility of monetary an attempt that will be made 
here. In the first section it is maintained that evidence purporting to con- 
tradict the validity of the credibility hypothesis-i.e., the importance of 
expectations for output-inflation tradeoffs-is unconvincing at best. 
Given the strong theoretical basis for this hypothesis, it then seems reason- 
able to base analysis involving macroeconomic policy on specifications in 
which inflation-rate expectations play a central role. In the following sec- 
tion, the Barro-Gordon analysis, which builds upon precisely this sort of a 
specification, is reviewed, together with elaborations and related argu- 
ments. The main message is that attempts by the monetary authority to 
optimize on a discretionary period-by-period basis tend to result in more 
inflation, and no less unemployment, than would prevail under a mode of 
operation that involves a fixed, but perhaps activist, monetary rule. A suc- 
cessful anti-inflationary policy would then seem to require the adoption of 
rule-like behavior, the central feature of which is abstention from attempts 
to exploit each period's historically given initial conditions. 

A discouraging aspect of this conclusion, mentioned in the last section, 
is that discretionary behavior appears Co'reflect a response to political pres- 
sures of a type that may impinge more directly upon Congress and the ex- 
ecutive branch than upon the Fed. Consequently, it seems unlikely that 
steps to end period-by-period monetary policymaking will be forthcoming 
from Congress or any part of the executive branch. Nor does it seem likely 
that constitutional amendments of an effective type can be relied upon. 

There are reasons for believing, then, that the best hope-discouraging 
experiences notwithstanding-lies in the possibility of adoption of some- 
thing closer to rule-like behavior by the Fed itself. In that regard, it should 
be noted that the Barro-Gordon analysis does not imply that such an out- 
come is infeasible; it merely assumes that discretionary or reputational 
equilibria will be established in the absence of mechanisms for binding pre- 
commitments. But while the Fed cannot literally precommit its future 
actions, it can adopt procedures that would make departures from a pre- 

27. Certain portions of the discussion are equally applicable to a discussion of the credibil- 
ity of fiscal policy. The model used to analyze the reasons for credibility problems would not, 
however, appear to be appropriate for such a discussion. Issues involving the interaction of 
monetary and fiscal policy have been recently discussed by Blinder (1982). 
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selected rule costly to itself. If, for example, the Fed were to adopt an oper- 
ational rule such as that described by Hall (1984, p. 68) or McCallum 
(1984a, p. 390),28 then a host of activities and procedures involving rapid 
and accurate collection and processing of the requisite data would grow up 
and become established. Public statements and lectures explaining the 
benefits of the rule-and perhaps even the infeasibility of departing from 
it-would be given by Federal Reserve Board members, advisers, and sys- 
tem economists. Departures from the rule would come to require justifica- 
tion, and proposals for departures would inflict embarrassment on those 
individuals who made them. In time, the whole gamut of forces for bu- 
reaucratic inertia emphasized by Friedrnan (1983) would come to work on 
behalf of adherence to the rule. 

But would this sort of behavior not deprive the Fed of the political bene- 
fits of period-by-period discretionary policymaking emphasized by Hetzel 
(1984b), namely, those obtained by appearing responsive to the multiple, 
shifting objectives of various politically significant groups? There is of 
course some danger involved, but there are also dangers associated with 
the attempt to be responsive. In particular, there is the danger that the 
groups in question will come to recognize that the Fed cannot deliver the 
desired outcomes. Actions involving redistribution can help one group but 
only by hurting others, while extra attention during one part of the busi- 
ness cycle requires below-normal attention during other phases. Thus, the 
type of behavior under discussion produces only the appearance of being 
responsive to all of the various interest groups.29 

Furthermore, there is an important danger involving the independence 
of the Fed, i.e., its existence as an entity dictated to by neither Congress 
nor the executive branch. In a democratic system of government, the ulti- 
mate justification for this sort of independence would seem to be based on 
the presumption that it will promote far-sighted beha~ior,~' modes of oper- 
ation that avoid the pursuit of transitory benefits that entail poorer per- 
formance on average over long time spans. But the choice between 
discretionary and rule-like behavior amounts to the choice between a way 

28. It is crucial in this regard that the rule be operational, i.e., specified in terms of a controlla- 
ble instrument variable, in order to minimize possible self-deception. Adoption of an intermedi- 
ate target variable, be it MI or nominal GNF! does not constitute adoption of a rule. 

29. Another problem with Hetzel's argument is that it seems to presume that rules must be 
of a non-reactive type, i.e., unresponsive to current conditions. Thus he says, 'The require- 
ment of balancing multiple goals among which priorities change . . . creates the demand for 
flexibility, and absence of precommitment" (1984b, p. 18). 

30. Volcker (1983) refers to the "independent status of the Federal Reserve that makes a 
longer-term view possible." 
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of doing business that is always focused on the immediate present and one 
that takes a longer perspective. Discretionary behavior is then, in this view, 
fundamentally inconsistent with the raison d'etre of an independent mon- 
etary authority. The decision not to adopt rule-like procedures for mone- 
tary policy, in other words, constitutes neglect of the Fed's institutional 
mission. One would expect prolonged neglect of this type to lead to public 
calls for institutional reform, a conclusion that derives some support from 
the experience of the past few years. 
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Commentary 

Alan Blinder 

I would like to begin by quoting Ben McCallum's words at an earlier 
conference: 

"My reaction to the paper. . . is one of great enthusiasm. What 
a discussant wants most in a paper, after all, is something with 
which he can wholeheartedly disagree. And for me the . . . paper 
is unusually rich in such items." 

-B.T McCallum, March 1984 

Actually, I don't disagree with everything in this paper. For example, nei- 
ther Ben nor I like the gold standard. But, of the four main points I find in 
Ben's paper, I disagree with all. 

They are: 

We should not be convinced by evidence showing that the recent dis- 
inflation is more or less in line with earlier Phillips curve estimates. 
Central banks lack credibility because, in their effort to cause unan- 
ticipated inflation, they wind up causing excessive anticipated 
inflation-for reasons outlined by Barn, and Gordon. 
The Federal Reserve System does not want its policies to be credible. 
The Fed should get around these time-inconsistencylcredibility prob- 
lems by adopting and adhering to a fixed rule. 

The evidence from the recent disinflation 

By now, quite a few people have noticed that, given the unemployment 
we experienced, the recent disinflation in the U.S. was more or less in line 
with what earlier econometric estimates of Phillips curves suggested-in 
apparent contradiction to the credibility hypothesis. 
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To the studies cited by Ben, I would add a fascinating paper by Ando 
and Kennickell (1983) that shows not only that the equation in the current 
MPS model (which is little different from the equation estimated in 1973) 
tracks the last decade very well, but that even the version estimated by 
DeMenil and Enzler back in 1970 does not do all that badly. 

I can also add the following personal observation. 
For some years now, I have been using the simple rule of thumb that 

each point of unemployment, henceforth U, above 5.8 percent (my esti- 
mate of the natural rate) reduces p by 0.5 points. (This corresponds to 'a 
sacrifice ratio" of 5-6.) Periodically during the disinflation of the past three 
years, I have checked the accuracy of this rule, and been constantly 
amazed by its accuracy. ' 

Using the four years from 1980 to 1983 as the disinflation period, the 
rule of thumb says that inflation should have fallen by 5.4 points between 
early 1980 and early 1984. No matter what price index you use, this is not 
far from the actual decline. If you then factor in the amazing climb of the 
dollar, it seems surprising that inflation has not declined further. 

Yet somehow McCallum claims that 'the evidence purporting to con- 
tradict . . . the credibility hypothesis . . . is unconvincing at best." Why? 
Because he estimates an old-fashioned Phillips curve-with no supply 
shock variables-over 1954-1982, and finds that the coefficients on lagged 
inflation are higher post-1966 than pre-1966. 

I find McCallum's alleged evidence on credibility rather incredible. 
The credibility hypothesis is a very specvc application of the Lucas cri- 

tique, which says that you will get more disinflationary bang for your un- 
employment buck if you pursue a tough anti-inflation policy. In terms of a 
theoretical expectations augmented Phillips curve, 

it says that a gets bigger. 
But Ben simply identifies the credibility hypothesis with the general Lu- 

cas critique and looks for any parameter shifts. Now, the one parameter 
shift that we all know took place-thanks largely to the annual Phillips 
curves estimated by Bob Gordon-is that the coefficients on lagged infla- 
tion (interpreted as a proxy for expected inflation) rise as you extend the 
sample beyond the late 1960s into the early 1970s, and then stop rising. 

1. A published example appeared in the Boston Globe on Feb. 9, 1982, under the title 
'Unemployment up means inflation down." 



McCallum finds this. But so what? He is testing for a shift of the wrong 
parameters in the wrong time period. He should be looking for changes in 
the U coefficients during the disinflation of the early 1980s. 

What would such a test show? To find out, I ran some regressions of 
my own. 

First, I (approximately) replicated his equation 6 and then extended 
the sample one year-to 1983:IV. The differences were trivial. 

Then, following McCallum's procedure, I tested for shifts in the un- 
employment coefficients-starting the dummy in 1980:III, roughly 
when disinflation began. 

Results: The two dummy variables got roughly equal and opposite 
coefficients, each with a t statistic about 0.5 in absolute value. The F- 
statistic for the joint hypothesis that both were zero was F = 0.16. 

If we accept the point estimates at face value, the U coefficients in 
my version of McCallum's equation are 

until 1980:II and 

after. So the point estimates say that there was no change in the level 
effect and a large reduction in the ephemeral effect of rising unem- 
ployment. 

Next, I ran the equation only through 1980:II and looked at post- 
sample prediction errors. 

Looking first at onequarter-ahead residuals, 9 of the 14 are negative (as the 
credibility hypothesis suggests). But that's not much more than 59-50, and 
none of them are larger than one standard emr. The only large residuals are 
positive, making the average prediction error slightly positive. 

Similarly, a 14-quarter dynamic simulation of the model leaves the price 
level only 0.9 percent too high by 1983:IV. 

Conclusion: If the right questions are asked, McCallumYs specifica- 
tion gives the same answer as the others: The disinflation was just 
about what should have been expected, given the behavior of U. 
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This means either that credibility is not very important for the slope of 
the Phillips curve, or that the Fed did not gain credibility despite the deep 
recession. 

But there is one pretty glaring fact that argues against the second inter- 
pretation. 

Starting in October 1979, Chairman Volcker publicly and repeatedly 
identified inflation-fighting with money targeting. He then put us all 
through a small depression to lower inflation, all the while stressing the 
importance of controlling M growth. Then, in October 1982, he suddenly 
abandoned money targeting and let the M's soar, while pledging that this 
policy change did not mark abandonment of the battle against inflation. 

If he lacked credibility, long-term nominal rates would have shot up. In- 
stead, they fell, suggesting that Paul Volcker has both chutzpah and credi- 
bility. 

Thus the evidence strongly suggests that the credibility hypothesis, sen- 
sible as it is, is not of great empirical importance. 

Why central banks lack credibility 

In the next section, Ben is very happy with the Barro-Gordon explana- 
tion for high inflation and low credibility. I am not. One set of objections is 
practical, the other theoretical. 

On the practical level, I think we must seriously entertain the notion 
that many of the surprises in M are just as surprising to the Fed as they are 
to us, i.e., that they are not deliberate policy moves.2 Short-run M surprises 
may be of little importance anyway. Mishkin's (1982) results suggest that 
they mean nothing special for output-and hence fail to reap the benefits 
assumed in the Barro-Gordon analysis. Furthermore, since we all know 
that M affects P with a long and variable lag, short-run money surprises 
mean virtually nothing for inflation. 

If the Fed's actions are not the source of unanticipated inflation, maybe 
not even of unanticipated M, and if unanticipated M &not very important 
anyway, then the Barro-Gordon analysis may not be a good guide for prac- 
tical policymaking. 

On the theoretical level, the way Barro-Gordon handles reputation and 
credibility is-as they themselves admit-ad hoc. It is only one of many 
possibilities. 

2. This idea rings true, and is similar to that of the Cuckieman and Meltzer paper that 
McCallum cites. 
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Davis Backus and John Driffill(1984) have ingeniously applied the the- 
ory of reputation due to Kreps and Wilson (1982) to the Barro-Gordon 
model, and reached rather different conclusions. 

According to Backus and Driffill, lack of credibility stems from the fact 
that the public is not sure about how serious the government is about 
fighting inflation. The government tries to build an anti-inflation reputa- 
tion by being tight-fisted, while the public learns in a Bayesian manner. 
(Does this sound familiar?) 

As a result, they show, the government may well stick to a tough anti- 
inflation policy for many periods-especially early in its term. 

Thus, even within the Barro-Gordon framework, the government 
may-for a long time-opt for zero inflation, not for the high inflation 
posited by Barro-Gordon. 

Does the Fed want credibility? How can it get it? 

Ben then constructs a revealed preference argument that the Fed does 
not wish to be credible. 

His evidence is that the Fed: 

refuses to announce clear and explicit target paths for ultimate goal 
variables like p and 9. 
equivocates on how important control of M growth really is, and per- 
mits base drift when it redefines its 'cones." 

I agree with Ben that the Fed's pronouncements do not "engender belief 
that the Fed is frankly conveying a clear notion of its goal and intentions." 
But I don't think this is because the Fed loves inflation or wishes to be 
disbelieved. 

First of all, if velocity follows a random walk, then allowing long-run 
base drift is perfectly consistent with a long-run P level target. On the con- 
trary, rigid adherence to a predetermined path for M would make P drift 
away from its target path. 

More importantly, however, it seems to me that the reason the Fed 
refuses to announce its goals for 9 and p is because these goals place far 
more weight on low inflation, and far less weight on high employment, 
than the goals of the body politic. Since it is impolitic to fess up, the Fed 
sets up smokescreens-just as its professed conversion to monetarism in 
1979 was a smokescreen for pushing interest rates up. 

Notice that this interpretation of the Fed's fondness for baloney is the 
absolute opposite of McCallum's. In his view, the Fed dissembles because 
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it is surreptitiously promoting inflation. In my view, it dissembles because 
it is surreptitiously promoting unemployment. 

Should the Fed commit itself to a rule? 

In his concluding section, Ben takes the optimality of a fixed rule for 
granted and suggests using a feedback rule for manipulating the monetary 
base as a way to keep nominal GNP on a preassigned path. 

I'm not convinced-for several reasons. 

While a y rule is no doubt better than an M rule, holding to a prede- 
termined path for Y is a very unforgiving policy when there are sup- 
ply shocks. If y is fixed, then jl must fall by as much as p rises. This 
seems suboptimal to me. 
Ben's main argument for preferring a rule to discretion amounts to a 
preference for far-sighted over short-sighted policies. 

No doubt, far-sighted policies are better than short-sighted policies, and 
discretionary policy is sometimes myopic. But I don't think this is inevita- 
ble. For example, discretionary policy, not constitutional rules, has kept 
commercial development to a minimum in the Grand Tetons. And the 
same can be said for environmental policy in general. 

Besides, given limited knowledge about how the economy works, I 
doubt that we can design a rule that we'll be happy to live with for a long 
time. So when to change the rule will always be a discretionary decision. 

This brings me to my last point. 

Policy rules with feedback, computed in the TinbergenTheil frame- 
work, used to be thought of allegorically-as approximate descriptions of 
reasonable behavior, around which there would always be deviations. An 
optimal rule was not meant to be written into law and followed religiously; 
it was meant to give guidance to policymakers. Thus I always thought of a 
feedback rule as a stylized representation of discretionary policy. 

The time-inconsistency literature has changed this perspective. Sug- 
gested feedback rules are now meant to be taken litemlly-as formulas 
that obviate the need for human intervention. McCallum clearly advo- 
cates a rule as a way to tie policymakers to the mast so that they cannot 
exercise diretion. 

While I recognize that time inconsistency is a problem, and realize that 
to err is human, I am troubled by this new perspective. For I think it loses 
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touch with reality, and thereby contributes to the growing irrelevance of 
economic research to economic policy. 

As Jim Tobin (1982) put it on this platform two years ago: "Policy rules 
are a myth of economic theorists' simplified models. It is in practice impos- 
sible, politically [and] economically . . . to prescribe in advance for all con- 
tingencies the behavior of future presidents, legislators, and central 
bankers. It is. . . not credible that responsible officials will not react to the 
circumstances of the day as they and their constituents perceive them. It is 
in practice impossible to draw a line between responsive 'feedback' rules 
and discretion." 

In a word, I fear that if academic economists insist on playing intellec- 
tual parlor games about how best to replace the Federal Reserve Board and 
the president by a Fortran statement, we will lose what little credibility we 
still have. 
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Monetary Strategy with an Elastic 
Price Standard 

Robert E. Hall 

When the Open Market Committee met in mid-1973 to make 
the policy decisions that would influence the economy in 1974, 
the situation seemed serene. The price level stood at 98.5 as mea- 
sured by an index with 1952 = 100. Unemployment was 5.8 per- 
cent, close to its normal level of 6 percent. The Committee 
forecast that the 1974price level would rise to 99.7percent, a de- 
velopment the Committee welcomed because they had a strategy 
of holding prices at 100. The forecast for unemployment was 6 
percent. 

Late in 1973 and for thefirst halfof 1974, OPEC hit the econ- 
omy with an unexpected price shock of unprecedented magni- 
tude. The price level rose to 102.4 and unemployment reached 
6.6percent. After settingpolicy for 1975, the Committee forecast 
that unemployment would remain at 6.6 percent and the price 
level would rise to 104.8. This forecast put the economy on track 
as far as the Committee2 strategy was concerned, for that strat- 
egy permitted the price level to rise above the target of 100 by 8 
points for each point by which the unemployment mte exceeded 6 
percent. In their view, this stmtegy permitted the economy to roll 
with the punch when a shock struck. 

More bad news hit in 1975. Unemployment turned out to be 
far worse than the Committee or any other forecaster thought: It 
averaged 8.4 percent. But the price level rose to only 104.2. 
Strong stimulus was put in place in 1975 so that forecast unem- 
ployment for 1976 was down to 6.5percent. Theprice forecast for 
1976 was 104.0, so that once again the elastic talget was satisfied. 
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The Committee debated vigorously about the degree of stimulus 
necessary to bring unemployment down by this much in a single 
year: As it happened, they chose slightly too much stimulus. Un- 
employment was actually 6.0 percent in 1976 and the price level 
was 104.0. 

The economy pmeeded smoothly through 1977 and 1978. Un- 
employment in 1978 was 6.4 pe~ent, and the price level was down 
to 103.2. The Committee's forecast was for continuing gentle deJla- 
tion until the price level returned to its original level of 100. 

In 1979 and 1980, OPECstruck again, before the lingering ef- 
fects of thefirst shock were completely worked out. Again, policy 
let the economy roll with the punch. The situation was much 
more favorable this time because the price shock was not accom- 
panied-by an adverse demand shock; in fact, there was afavorable 
surprise about unemployment in 1981. Unemployment reached 
6.7 percent in 1980 but was back down to 6.2 percent in 1981. 
Again, the price level absorbed most of the shock in the short 
run. It reached 109.7 in 1981. In 1982 and 1983, the Committee 
slowed the economy a bit with contmctionary policy that mised 
unemployment to 7.2 and 7.4 percent. The price level fell gmdu- 
ally and reached 107.8 in 1983. 

As of mid-1984, the Committee plans to continue slightly slack 
conditions in order to bring the price level back to the long-run 
target of 100 in 1952 prices. At  no time in the 30-year history of 
the elastic price standards has the price level gone above 110. 
Only once has the unemployment rate exceeded 7.5percent. 

Unhappily, a report on the history of postwar monetary policy doesn't 
read like this at all. Instead, the price level in 1983 was 372 on the basis of 
1952 = 100. And unemployment did not do nearly as well either-it actu- 
ally exceeded 7.5 percent in five different years. The reason for the poor 
performance of monetary policy was the lack of a strategy. My main point 
in this paper is that almost any monetary strategy would have given per- 
formance similar to this fictional account. I give a menu of policies, out of 
which the anti-inflation hawk can choose one and the anti-unemployment 
dove can choose another. What is most interesting is that the hawkish pol- 
icy would have given a better record for unemployment and the dovish 
policy a better record for price stability than we got from actual policy. 

It is not enough to formulate the strategy of monetary policy as bringing 
about price stability. Few economists endorse the unlimited manipulations 
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of monetary instruments as necessary to ensure complete price stability, 
without regard for the state of economic activity. Rather, the strategies 
promoted by economists implicitly or explicitly accept some fluctuations 
in the price level so as to cushion real activity. Price stability in the longer 
run is hoped to be the outcome of these strategies. 

Professional opinion has settled on two compromise strategies. The first 
is constant monetary growth. When the portfolio of the Federal Reserve 
grows at a predetermined rate and does not react to events in the economy, 
shocks to supply and demand can raise and lower prices in a cushioning 
way in the short run, but in the long run the price level is supposed to re- 
main close to constant. Unhappily, the promise of price stability will go 
unfulfilled if there are long-term shifts in the demand for the Fed's liabili- 
ties. Moreover, if these shifts occur quickly, as they did in the early 1980s, 
they can be destabilizing to real activity as well. 

The second strategy, constant growth of nominal GNE has enjoyed 
growing popularity among macroeconomists as the defects of constant 
money growth have become apparent. Again, prices are allowed to fluctu- 
ate in the short run under a nominal GNP rule, but will tend toward a 
stable level in the longer run. Except possibly for transient errors in execut- 
ing constant nominal GNP growth, the shifts in monetary velocity that 
are so troublesome for a money growth rule are benign under the nominal 
GNP rule. The only threat to longer-run price stability under the nominal 
GNP rule is an unexpected shift in the growth of full-employment GNP, 
which will bring a change in inflation in the long run of opposite sign and 
the same magnitude. 

My point here is to advance the discussion beyond a comparison of the 
two major existing proposals. I will formulate a monetary strategy where 
the two goals of long-run price stability and short-run employment stabil- 
ity are stated more clearly than they are in the constant money growth rule 
or in the nominal GNP growth rule. Specifically, I will examine an elastic 
price target. Under this strategy, the Fed is instructed to stabilize the price 
level at a particular value. However, the strategy is elastic in the short run 
because the Fed is given some leeway in achieving the target depending on 
the amount of unemployment. When a price shock hits, the Fed does not 
have to clamp down on the economy right away to get the price level back 
to the target. Instead, when unemployment rises, the allowable price level 
rises as well. When the economy begins to recover and unemployment falls 
toward its normal level, the Fed has to take action to get the price level 
back down to the target. Because the economy always tends toward an 
equilibrium with normal unemployment, the Fed ultimately has to 
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achieve the price target. But the linkage to unemployment cushions the 
economy in the desirable way in the short run. 

The formal statement of the elastic price strategy is clean and straight- 
forward: Monetary policy is on track when the deviation of the price level 
from its constant target level is eight times the deviation of unemployment 
from its normal level. Policy is too tight if the price deviation is less than 
eight times the unemployment deviation; it is too expansionary when the 
price deviation is more than eight times the unemployment deviation. The 
elasticity of 8 in this statement is a matter for policymakers to choose; 
hawks may want an elasticity as low as 2 and doves may go as high as 10. 
Later in the paper I will provide some data that will show the alternative 
consequences of the choice of elasticity. 

When the elasticity is chosen to be about 2.5 or 3.0, the elastic price 
strategy gives results that are quite similar to monetary targeting or nomi- 
nal GNP targeting. Thus both policy strategies are somewhat elastic. 
However, optimal policy may well involve a higher elasticity. According to 
estimates that appear later in this paper, the standard deviation of unem- 
ployment would have been about 1.1 percentage points under an elastic 
price strategy with an elasticity of 3, and only 0.8 percentage points with 
an elasticity of 8. Of course, the improved stability of unemployment un- 
der a higher elasticity would come at the cost of worsened performance for 
price stability-with an elasticity of 3, the price level would have had a 
standard deviation of 2.7 percent around the target, as against 3.4 percent 
with the elasticity of 8. 

The elastic price standard is not an arbitrary choice as a strategy for 
monetary policy. Under rather general and plausible conditions, it is very 
close to optimal to aim policy to achieve the elastic price standard. The 
choice of elasticity depends on the relative social costs of inflation and un- 
employment, but otherwise the form of the optimal monetary policy is al- 
most exactly that given by the elastic standard. 

The need for a monetary strategy 

So many other authors have argued so persuasively, in my view, on the 
importance of precommitment to an anti-inflationary monetary strategy 
that I do not want to dwell on the point here. Bennett McCallum's paper 
for this symposium has added to the case that the adoption, once and for 
all, of a credible policy for stabilizing prices will itself make the job of price 
stabilization less costly. Further, I respect the case made by Kydland and 
Prescott (1977) and Barro and Gordon (1981) that reconsideration of 
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the goals of monetary policy each year invites that problem of policy in- 
consistency: Without precommitment, the payoff each year from creating 
a new inflationary surprise leads to a policy that is more inflationary than 
the optimal policy. To get to the optimum, policy choices must be made 
once and for all and embedded in a formula. 

For many years, the case for a monetary policy strategy as a fixed rule 
was argued exclusively by monetarists. Precommitment to a rule was vir- 
tually synonymous with adoption of the monetarist recommendation of 
predetermined money growth. But the logic of precommitment applies to 
monetary strategies in general, not just the particular strategy of fixed 
growth of some measure of the money stock. 

What we are looking for in a monetary strategy 

The basic long-run goal of monetary policy is to provide stable prices. 
But shifts in monetary policy influence real economic activity in the short 
run. Consequently a monetary strategy has to balance the two objectives 
of price stability and smooth real growth. The two specific quantitative 
dimensions of economic performance that I will examine are variability in 
the price level and in the unemployment rate. In both cases, I will depart 
somewhat from conventional analyses, so some justification for looking at 
these two measures is in order. 

Price variability 

I will be concerned with the price level, not its rate of change. The goal 
of monetary policy, in my view, is not to keep the rate of inflation around 
zero; it is a little more ambitious-to keep the price level on target. Every 
time the price level shifts thanks to some random shock, the difference in 
objectives becomes important. Under inflation stabilization, policy does 
not try to bring about negative inflation after a burst of positive inflation. 
Instead, it attempts to prevent further inflation. The burst of inflation 
leaves its mark permanently in the form of a higher price level. Under price 
stabilization, policy pushes the price level back down to its target. Over 
long periods, the price level can drift up or down under inflation stabiliza- 
tion, whereas it cannot drift under successful price 'stabilization. Both 
types of policy will keep the average rate of inflation at zero. 

My advocacy of price stabilization derives from my beliefs about why 
price instability is costly to the economy. The purchasing power of the dol- 
lar is a basic unit of measurement to the public. Many important economic 
decisions, especially those made by the general public, are stated in terms 
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of the dollar. A drifting price level interferes with good economic planning, 
especially personal planning. Let me give two examples: 

8 Private pensions almost always pay out a fixed dollar amount. When 
the price level drifts upward, the purchasing power of the pension is 
front-loaded. Retired people have trouble making side arrangements 
to equalize purchasing power over the years of retirement. Because 
the public doesn't fully understand price level drift, pension arrange- 
ments designed to offset it are rarely offered, and are unpopular 
when they are offered. A pension with stable purchasing power will 
necessarily pay less in the first year than a fixed dollar pension, if the 
price level is drifting upward. 

8 Mortgages involve payment streams that are roughly constant in dol- 
lars over their terms. The burden of the payments is far greater in 
earlier years if the price level is drifting upward. Even though mort- 
gage payments are now frequently indexed to interest rates, no pro- 
gress has been made at all in equalizing the real burden of payments 
over time. 

Although a policy of inflation stabilization would solve some of these 
problems, price level stabilization would be even better. It is well within the 
power of monetary policy to promise a 30-year-old worker today that the 
purchasing power of the dollar at the time of his retirement 35 years later 
will be within 10 percent of what it is today. No such statement can be 
made under inflation stabilization. 

Unemployment variability 

Unemployment is socially undesirable, at least within the range likely to 
be experienced under a monetary strategy of price stabilization. On the 
margin, every reduction of unemployment appears to be good. Shouldn't 
the goal of a monetary strategy be the minimization of unemployment, 
not the reduction in the variability of unemployment? 

The answer is that monetary policy is powerless to influence the average 
level of unemployment in the long run. As Milton Friedman (1968) argued 
persuasively almost 20 years ago, no amount of monetary expansion can 
bring a permanent economic high. A simple comparison of unemploy- 
ment and inflation among the world's economies makes the point starkly. 
Countries with rapid money growth and high inflation have, if anything, 
higher unemployment than those with stable prices. 

Given that monetary policy is forced to accept about 6 percent unem- 
ployment, on the average, and given the reasonable proposition that the 
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marginal social costs of unemployment above that level exceed the mar- 
ginal gains below that level, the objective of policy should be low variabil- 
ity of unemployment. Assigning this limited objective to monetary policy 
does not in any way require the belief that 6 percent unemployment is so- 
cially optimal. Policies that bring permanent reduction of unemployment 
through improved labor market performance have a substantial social pay- 
off. It is just that monetary policy is not one of those policies. 

The policy frontier 

Monetary strategies oriented toward limiting the variability of prices 
and unemployment can be classified along an axis of hawkishness and 
dovishness. A hawkish policy moves aggressively to offset every price dis- 
turbance, tolerating wide swings in unemployment as needed for price sta- 
bility. It achieves a lower level of price variability at the cost of a high level 
of unemployment variability. A dovish policy keeps unemployment close 
to 6 percent and lets the price level swing more widely to absorb economic 
shocks. Its price variability is higher but its unemployment variability is 
lower. The idea that policy can be analyzed in terms of variability of unem- 
ployment and the price level has been developed by John Taylor in an im- 
portant series of papers (1980, 1981, 1982). 

I should be clear that not every policy is either hawkish or dovish. Some 
policies are just bad. It is perfectly possible for a policy to make unemploy- 
ment fluctuate as much as it does in a hawkish policy and yet for prices to 
depart from target as much as they do in a dovish policy. In fact, actual 
policy had exactly that character over the postwar period, as I will show 
later in this paper. 

I will define the policy frontier as the set of policies that give the lowest 
combinations of unemployment and price variability. A policy on the fron- 
tier has the property that no other policy can deliver both lower unemploy- 
ment variability and lower price variability. A more hawkish policy can 
reduce price variability, but only by raising unemployment variability. 

Figure 1 shows the policy frontier for the U.S. economy derived later in 
the paper. The horizontal axis is unemployment variability, measured as 
the standard deviation of the departure of unemployment from 6 percent. 
The vertical axis is price variability, measured as the standard deviation of 
the percent departure of the price level from a constant target. The policy 
frontier curves up and to the left, with dovish policies at the upper end and 
hawkish ones at the lower end. The curve of the frontier means that the 
more dovish policies have to incur more and more price variability per unit 
of reduced unemployment variability. 
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The choice of a point on the frontier is a matter of politics and social 
preferences, about which economists have little to say except as citizens. 
My principal message is to point out the existence of the frontier and to 
stress that it takes a coherent monetary strategy to get to the frontier. The 
policy of the past decades put us far above the frontier, with substantially 
more unemployment variability and almost infinitely more price variabil- 
ity than a point in the middle of the frontier in Figure 1. 

Elastic price targeting and the policy frontier 

Monetary strategies based on elastic price targets have a close relation to 
the policy frontier: 

FIGURE 1 
The Policy Frontier 

0 0.5 1 .O 1.5 2.0 2.5 3.0 
Unemployment 

variability 

Note: The policy frontier shows the most favorable combinations of unemployment and 
price variability. The horizontal axis is the standard deviation of the unemployment 
rate, in percent, and the vertical axis is the standard deviation of the percent departure 
of the price level from target. Three points on the frontier are derived by simulation in 
the next section. 

Economic structure and the execution of policy 

Two important relationships govern the policy frontier. The first is the 
aggregate demand schedule that controls the influence of monetary policy 
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on real activity. There is about a one-year lag before monetary expansion 
lowers unemployment reliably. I will also assume that policymakers know 
roughly how much money growth is needed to lower unemployment by 
one percentage point over the year starting a year after the growth occurs. 
Another important aspect of aggregate demand is the predictability of un- 
employment a year forward. Errors in forecasting will generate errors in 
achieving the elastic target, which have implications for the amount of un- 
employment and price variability. 

The second important relationship is the price adjustment process, or 
Phillips curve. More economic slack, as indicated by higher unemploy- 
ment, depresses inflation. The slope of the Phillips curve is a critical pa- 
rameter for the policy frontier-the lower the slope, the farther the 
frontier is from the origin. Unresponsive inflation means that more unem- 
ployment must be incurred to get prices back on target after a shock. I take 
the slope of the Phillips curve to be about one half percentage point of 
reduced inflation, in the course of a year, for a one percentage point in- 
crease in unemployment, maintained for a year. This slope is in line with 
recent empirical estimates for the U.S. 

The Phillips curve is perturbed from time to time by inflationary 
shocks. Occasionally, wages rise more than labor market conditions would 
normally warrant, and prices rise by more than indicated by the Phillips 
curve. More important, however, is the increase in inflation associated 
with jumps in oil prices and in other determinants of the overall price level. 
These shocks are critical for the design of monetary strategy. More than 
'anything else, the strategy must be formulated to deal intelligently with 
the burst of inflation and higher unemployment set off by each shock. Al- , 

though the two oil shocks of the 1970s are the most conspicuous igflation- 
ary disturbances of the postwar period, other shocks, positive and 
negative, occurred as well, and there is every reason to think that new 
shocks will continue to complicate monetary policy in the future. 

Subject to these two important relationships, monetary policy operates 
according to the strategy of the elastic price target. Specifically, the goal of 
policy is to influence prices and unemployment so that the price level, p, is 
as close as possible to the elastic target. The percentage departure of the 
price level, p, from its ultimate target, p*, is an elasticity A times the depar- 
ture of unemployment from its nominal level of 6 percent: 

The Fed's operating procedures under the elastic price target 

It is neither practical nor desirable to dictate to the Fed exactly how it 
should proceed under the elastic targeting strategy. Rather, Congress's 
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instructions to the Fed should emphasize the result: close achievement of 
the elastic target. As financial markets evolve and the Fed learns how best 
to operate to achieve the target, procedures will change and performance 
will improve. 

I think the Fed's internal procedure would proceed in the following way: 
Each month, it should formulate a quarterly forecast for the forthcoming 
two years. The forecasts should combine the results of formal models with 
the judgments of experienced forecasters. Reliable outside forecasts 
should receive some weight as well. 

With the forecast in hand, the Fed should examine the one-year period 
starting two quarters in the future. For example, in August the next calen- 
dar year should constitute the criterion period; in April, it should be the 
twelve months starting in October, and so on. The forecasts for the price 
level and unemployment in the criterion period should be compared to the 
elastic target. If the forecast price level exceeds the target as adjusted by the 
forecast unemployment rate, then policy should be tightened. If the out- 
look is for a price level below target, policy should be turned expansive. 
After policy is changed, new forecasts should be prepared and the elastic 
price target checked again for the criterion period. The forecasting-policy 
resetting exercise should be continued until the elastic target is satisfied 
exactly in the forecast for the criterion period. 

Although the elastic target is stated in terms of the price level, it is likely 
that the changes that occur as policy is shifted are more in forecast unem- 
ployment than in the forecast price level. For example, with an elasticity of 
5, if the forecast price level is 338,2.4 percent above the target of 330, and 
the fore

0

cast unemployment rate is 6.2 percent, the price level is 1.4 percent 
above where it should be according to the elastic target (five times the un- 
employment gap is 1.0 percent, as against an actual price gap of 2.4 per- 
cent). Projected policy might then be changed by lowering reserves by 0.6 
percent, which would translate into an increase in forecast unemployment 
of 0.26 percentage points and a decrease in the forecast price level of 0.1 
percent. The new forecast is right on target-the price level is now forecast 
at 2.3 percent over the ultimate target while unemployment is 0.46 per- 
centage points over 6 percent, and 2.3 is five times 0.46. 

How policy influences the price level and unemployment 

The policy moves needed to keep on target should be made fairly 
quickly. It takes about a year for monetary policy to have its strongest im- 
pact on unemployment and even longer for the price level. Over the one- 
year span, both variables in the elastic target are controllable by monetary 
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policy, so it is reasonable to ask policy to achieve the target in terms of a 
forecast a year ahead. Economists disagree over the relative influence of 
monetary policy on the two variables, but agree strongly that one or the 
other is strongly controllable a year hence. One of the great virtues of the 
elastic price target as a monetary strategy is that its effectiveness is agreed 
upon by all major schools of thought. 

With respect to the price level, monetary policy acts quickly and effec- 
tively on certain types of prices, but slowly on others. Auction prices of 
raw materials decline immediately when monetary contraction brings 
higher interest rates. More importantly, monetary contraction causes the 
dollar to appreciate against other currencies, which immediately lowers 
the dollar prices of many goods traded in world markets. Monetary control 
of prices of tradeables holds both for imports and for some types of ex- 
ports. With a longer lag, monetary policy influences wages and therefore 
prices throughout the economy. 

Monetary influence over the.unemployment rate is an important fea- 
ture of Keynesian economics and is agreed upon by the great majority of 
practical macroeconomists. The influence builds to a peak about a year 
after a policy move and then subsides to zero. Monetary policy cannot in- 
fluence the average level of unemployment in the long run. But in the 
short run, a monetary contraction raises interest rates and depresses invest- 
ment demand for housing, plant and equipment, and consumer durables. 
Employment in construction and durables declines and unemployment 
rises throughout the labor market. In addition, higher interest rates cause 
dollar appreciation; higher U.S. prices to the rest of the world and lower 
import prices to the U.S. divert demand away from U.S. producers and so 
raise unemployment through another channel. 

As a general matter, monetary policy is entirely capable of pushing the 
economy in the direction necessary to achieve the elastic price target. 
Moreover, this conclusion holds if Keynesian economists are right that 
wages and prices are sticky and it holds equally if prices are fluid and move 
quickly to clear markets. The conclusion is also strongly supported by the 
forecasting models in use in the Fed today. 

Choice of the monetary policy instrument 

I have avoided takbg a position on exactly how the Ped should carry 
out each month's monetary policy; this is a question of tactics more than 
strategy. b y  reasonable choice of policy instrument is compatible with 
the strategy of adjusting the instrument as necessary to make the forecast 
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price and unemployment levels satisfy the elastic target in the forecast. In 
current monetary institutions, the choices are 

A short-term interest rate 
Reserves 
The monetary base 

All of these are directly under the Fed's control, in that simple operating 
instructions for the open market desk can achieve the agreed upon level of 
the instrument without any error. A broader monetary aggregate like M1 
cannot serve as a policy instrument for it is not directly under the Fed's 
control. 

The advantage of using the interest rate as an instrument is well known: 
Unexpected shifts in the demands for reserves and currency are automati- 
cally offset and have no disturbing effect on the rest of the economy. Dur- 
ing the financial transition of the early 1980s, there was much to be said 
for an interest-rate instrument. Moreover, the interest-rate instrument 
overcomes the troublesome problem of seasonal variations in reserve and 
currency demand. But the use of the interest rate increases the sensitivity 
of the economy to disturbances in spending. Because the interest rate 
would not rise automatically when consumption, investment, or other 
types of spending rose, the stabilizing effect of interest-rate fluctuations 
would be lost. A greater burden would fall on the forecasting and policy 
adjustment process at the Fed to respond to spending shifts. 

Choosing reserves as the instrument would reverse the situation. Distur- 
bances in spending would be cushioned by interest rates, but shifts in de- 
mand for reserves caused by movements of depositors among accounts 
with difference reserve requirements would be propagated into the overall 
economy. Then the forecasting and policy adjustment process would have 
to pay close attention to these shifts. The prospect for future destabilizing 
shifts is substantial, as only a thin line separates accounts with 12 percent 
reserve requirements from those with 3 percent or zero. 

The monetary base is probably the least desirable instrument. The de- 
mand for currency is probably even more erratic than is the demand for 
reserves. 

How close should we expect the Fed to come to meeting 
the elastic price target? 

Under the operating procedure I have proposed, the Fed would concen- 
trate on meeting the elastic price target prospectively over the forthcoming 
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year starting in about two quarters. The current quarter and the next quar- 
ter would be water under the bridge so far as monetary policy was con- 
cerned. Naturally, surprises would occur that would make the Fed's 
forecast incorrect and cause it to miss its target. Because the Fed could 
label any policy failure as a forecasting error created by a surprise occur- 
ring too late to be offset by policy, Congress and the public need some 
sense of the likely magnitude of reasonable departures from the target. 

Because of the forecasting step in the policy strategy, it is simple to state 
as a general matter how large the mistake should be in achieving the elastic 
target: The departure from the elastic target should be no larger than the 
errors in forecasts in the price level and unemployment made one year in 
advance. Specifically, the number of percentage points by which the price 
level departs from the elastic target should be equal to the percent error in 
the year-ahead price level forecast plus the elasticity, A, times the 
percentage-point error in the unemployment forecast. 

If the Fed is consistently missing the elastic price target by more than 
the forecasting errors of good outside forecasters, then policy is not work- 
ing properly. Or, to put it another way, if the Fed's forecast, which always 
says that the elastic target will be achieved in the forthcoming year, is con- 
sistently different from outside forecasts, and the outside forecasts are 
more often right, then the Fed is not carrying out its job appropriately. 

Congressional review of monetary policy ought to proceed as follows. 
Every six months, the Fed should present its forecast for the year starting 
two quarters later. At the same hearing, outside forecasters should testify 
about the outlook for the same period. If the outsiders systematically 
agree that the Fed will probably miss the elastic target, then the Fed would 
be called back to explain the discrepancy. Because the Fed is better in- 
formed about monetary policy (a key determinant of the outlook), it is pos- 
sible that its forecasts will be consistently superior to other forecasts. For 
this reason, it should not be a requirement that the consensus forecasts 
always satisfy the elastic price target exactly. 

The policy frontier for the postwar U.S. economy 

Suppose the Fed faithfully carries out the forecasting-policy adjustment 
process recommended in this paper, so that an honest forecast always has 
the elastic price target satisfied exactly in the forthcoming y ar. The effect B of that policy is to make the economy roll with the punch rom both infla- 
tionary shocks and errors in forecasting demand. Of the two sources of 
disturbances, it is inflationary shocks that cause the more significant prob- 
lems for monetary policy. To keep the story simple, I will describe how the 
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strategy of the elastic price target handles the response to an anticipated 
inflation shock. The story is not very different if the shock is a surprise; it 
only takes longer for policy to start its gradual response. 

The immediate effect of an upward inflation shock is to raise both un- 
employment and the price level. Consider a shock that would raise the 
price level by 1 percent if unemployment remained constant. Because of 
the response of policy, the shift raises unemployment by 1I(A + 0.5) per- 
centage points. The 0.5 is the slope of the Phillips curve. Because A is in 
the denominator, the higher is A, the lower is the jump in unemployment. 
For example, if A = 3 (roughly nominal GNP targeting) then there will be 
0.29 extra percentage points of unemployment per percent of price shock, 
but if A = 8, the increase is only 0.12 extra percentage points of unemploy- 
ment. In later years, the bulge in unemployment subsides at a rate of 0.51 
(A + 0.5) percent per year. With A = 3, the rate of decay is 14 percent per 
year; with A = 8, it is 6 percent per year. 

Because the policy response to an inflation shock is to raise unemploy- 
ment to counteract the inflation, the actual increase in the price level is less 
than the shock. However, reasonable policies let the price level absorb the 
great bulk of a shock. A 1 percent price shock raises the price level by A( 
(A + 0.5) percent. With A = 3, this is 86 percent; with A = 8, it is 94 per- 
cent. The price level rises by less than the amount of the shock because of 
the deflationary effect of the increase in unemployment that goes with the 
shock. The bulge in the price level disappears over time at the same rate as 
does the bulge in unemployment. 

The postwar era under the elastic price target strategy 

A monetary strategy based on an elastic price target would have deliv- 
ered unambiguously better performance over the past 30 years than did 
actual policy. Unemployment variability could have been substantially 
less, and price variability could have been vastly less under an elastic price 
target for any reasonable elasticity, including nominal GNP targeting. 

The first step in demonstrating this proposition is to isolate the aggre- 
gate demand forecasting errors, the price shocks, and the errors in forecast- 
ing the price shocks. For the AD forecasting errors, I ran a simple annual 
forecasting equation for the unemployment rate, with lagged unemploy- 
ment, prices, monetary base, and interest rates as predictors. The residuals 
from this regression, shown in Figure 2, are representative of the forecast 
errors that would have been made under the process described earlier in 
the paper. Each recession shows up as a spike in the figure-neither this 
equation nor experienced forecasters are able to call the sharp increase in 
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unemployment that occurs in the typical recession. Notable also in Figure 
2 is the prolonged period of negative forecast errors for unemployment in ' 

the mid-1960s. 

FIGURE 2 
Forecasting Errors for the Unemployment Rate 

Percentage points of unemployment 

Note: Because the unemployment rate cannot be forecast perfectly accurately, even the best 
policy involves deviations from the elastic target. These deviations also feed into the 
way prices depart from the long-run target and the way that unemployment departs 
from its normal level of 6 percent. 

Derivation of inflation shocks is a trickier issue. Most economists sub- 
scribe to the view that once inflation becomes established in the economy 
at a certain level, the Phillips curve shifts upward by the amount of the 
established inflation. Under an elastic price target, or any other sensible 
strategy for price stabilization, established inflation is unlikely to develop, 
since the public will come to have faith in monetary policy's ability to keep 
average inflation at zero. But to extract estimates of year-by-year inflation 
shocks from the actual historical data from a period of mistaken policy, 
some account must be taken of the growth of established inflation during 
the postwar period. I will estimate the shocks by subtracting the compo- 
nent of inflation attributable to demand and the amount of established 
inflation from actual inflation. 
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By calling almost every movement in inflation a change in established 
inflation, inflation shocks can be made to seem minimal. Because my pur- 
pose here is to show that elastic price targeting can handle large price 
shocks, I want to avoid any procedures that might understate the historical 
shocks. My estimates of established inflation are accordingly conserva- 
tive. For the period of generally low inflation from 1948 through 1965, I 
took established inflation to be its average for those years, 1.5 percent per 
year. For the period of inflationary policy, 1966 through 1978, I took it to 
rise in equal increments from 1.5 percent to 6.8 percent, its value in 1978. 
For 1979 through 1983, I took established inflation to be at the constant 
level of 6.8 percent. 

Figure 3 shows the estimates of inflation shocks obtained by subtracting 
this estimate of established inflation from actual inflation and also taking 
out the effects of demand by adding 0.5 (u-6). The most salient features are 
the two sharp spikes for the oil price shocks of 1974 and 1979-80. Other 
positive shocks occurred in 1957-58 and 1970-71. Negative shocks oc- 
curred in 1952-56 and 1972 (probably the effect of price controls). Figure 3 
is no more than a good guess about the price shocks that would have 

Percent 
FIGURE 3 

Inflation Shocks 

Note: The economy does not track the Phillips curve exactly. The two biggest departures 
occurred in 1974 and 1979-80 when oil prices rose sharply. It is the shocks themselves, 
not just the surprise part, that create most of the problem for stabilization policy. 
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occurred under a policy of price stabilization. However, the results of this pa- 
per are not sensitive to the precise series used for the price shocks. 

Prediction errors for the price level also figure in the errors in achieving the 
elastic price target, but they are subsidiary if the elasticity is at all high, simply 
because errors in unemployment are multiplied by the elasticity but those for 
the price level are not. To get a feel for the predictability of the price shocks I 
regrased my series for the shocks against the same list of lagged predictors 
that I used for the unemployment rate. Only the lagged price level turned out 
to have predictive power; it explains just under half of the variance of the price 
shock. Figure 4 shows its predictions for the postwar period. The prediction 
errors for the price level are the difference between the actual price shock and 
the predicted price shock minus the slope of the Phillips curve times the pre- 
diction error in the unemployment rate. 

FIGURE 4 
Percent Predictions of Inflation Shocks 

Note: When an inflation shock is predicted, policy can start to respond to it sooner. About 
half of the variability of the inflation shocks in Figure 3 are predicted here. However, 
even perfect prediction of the shocks would not dramatically improve performance. 

What would have happened under the elastic price target 

My simulations of the U.S. economy under the elastic price target strat- 
egy assume that policy achieved the elastic target except for the forecast 
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errors just derived. Because these errors are based on crude annual equa- . 
tions, they are not a stringent standard of performance. Actual policy 
probably could have done quite a bit better. Of course, my simulations 
have to assume that the forecast errors occurred because of exogenous 
shocks to the economy, and that these shocks would have been the same 
under the proposed monetary strategy as they were under the actual strat- 
egy. I.think this assumption is a reasonable approximation. It is wishful 
thinking to assert that events like the oil price shocks would not have oc- 
curred under a superior U.S. monetary policy. 

Aside from the forecast errors that brought departures from the elastic 
target, the only other property of the U.S. economy necessary to know for 
the simulations is the slope of the Phillips curve. The effect of the strategy 
is to keep unemployment above 6 percent (except for random forecasting 
errors) whenever the price level is above target and below 6 percent when it 
is below target. When unemployment is consistently above 6 percent, 
there is downward pressure on prices as the Phillips curve does its job. 
Gradually, the price level returns to its ultimate target. As it does so, unem- 
ployment must also approach 6 percent, through the operation of mone- 
tary policy and the elastic target. 

In the simulations, the gradual return to the long-run target is not gener- 
ally visible, because new shocks constantly push the economy away from 
the target. What is visible, however, is the tendency for the price level to 
stay near the target and for the unemployment rate to stay near 6 percent 
in spite of the battering of the economy by random shocks. Even though 
prices are quite sticky and policy is very gingerly about getting prices back 
to target by incurring excess unemployment, the price level stays much, 
much closer to constancy in even the most dovish of the simulations than 
it actually did over the postwar period. Most remarkably, the variability of 
unemployment is also considerably less, even though the policy is much 
more successful in stabilizing prices. 

Figure 5 shows the simulated unemployment rates under various re- 
gimes. At the top is the actual unemployment rate. The hoezontal line 
marks the 6 percent rate I take as the normal amount of unemployment. 
The plot shows the basic defect of postwar policy-unemployment was 

(pushed too low in the 1960s so that it had to be held far above 6 percent in 
the 1970s and early 1980s. The combination gave much too much unem- 
ployment variability. 

The second panel in Figure 5 shows how unemployment would have 
behaved had monetary policy been dedicated single-mindedly to price sta- 
bilization. Wild swings in policy would have brought extreme variation to 
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unemployment. Unemployment would have briefly reached true depres- 
sion levels during the two oil price shocks. This plot shows vividly the dan- 
gers of a hawkish policy in an economy with sticky prices. Advocates of 
pure price stabilization must be very confident that the price adjustment 
process is much quicker than the one assumed in this simulation. 

The two bottom panels show how the unemployment rate would have 
evolved under two variants of the elastic price standard. The one with an 
elasticity of 3 is a close approximation to nominal GNP targeting. Move- 
ments in unemployment are similar to the ones that actually occurred, but 
with smaller amplitude. The policy would have made the mistake of too 
low unemployment in the 1960s, thanks to a sequence of surprises about 
aggregate demand, but the mistake would have been much smaller. The 
burst of unemployment in 1975 would have been worse under targeting 
with an elasticity of 3 than it was actually (9.4 percent as against 8.5 per- 
cent). The years 1974 and 1975 saw the confluence of the largest inflation 
shock of the postwar period (4.2 percent in 1974) and the largest demand 
forecasting error (1.8 percentage points of unemployment in 1975). On the 
other hand, nominal GNP targeting would have given lower unemploy- 
ment in 1982-83 than actually occurred. Responding to the second oil 
shock was less difficult because it was not accompanied by a big positive 
demand forecasting error. Further, sensible policy, as expressed by the elas- 
tic price strategy, would not have been struggling against the high inflation 
that actually occurred in 1979-82. 

The unemployment record with an elasticity of 8 is quite a bit better 
than under nominal GNP targeting. In the worst year, 1975, unemploy- 
ment would have risen only to 8.4 percent. The prolonged period of high 
unemployment from 1976 onward that actually occurred, and would also 
have occurred under nominal GNP targeting, would have been largely 
eiiminated with the higher elasticity. 

Figure 6 shows actual and simulated price levels. The top panel is the 
actual path of the price level from 1952 to 1983. The departures from con- 
stancy are so large that this panel has to have a different scale from the 
others. The next panel shows that an aggressive price stabilization policy 
would have kept the price level close to constant. The worst departure 
would have been in 1974,2.7 percent over target. This and the other oil 
price shock would have been extinguished immediately through the use of 
monetary policy so constrictive as to return the price level back to target 
the very next year. Under the price stabilization policy, 1975 would have 
been a year of deflation, not of inflation. 
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FIGURE 6 
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The bottom two panels of Figure 6 show the implications for the price 
level of the elastic price target strategy. With an elasticity of 3, price would 
have remained close to the constant target level until 1974. Under the first 
oil shock, the price level would have risen to 3 percent over target in 1974, 
peaked at 4.2 percent over in 1975, and then begun a gentle decline. The 
process would have been interrupted by the second shock, which pushed 
prices to 6.2 percent over target in 1980 and to a peak of 7.6 percent over 
target in 1981. Then a new decline would have begun, taking the price level 
to only 4.7 percent over target in 1983. 

The price story with an elasticity of 8 is much the same, except that the 
swings have greater amplitude. The price level would have peaked at 9.7 
percent over target in 1981 and would have reached 7.8 percent over target 
in 1983. 

What I want to stress most about these simulations is the superiority of 
either of the elastic strategies to actual policy. Figure 7 shows dramatically 
how completely perverse actual policy was. The policy frontier plots the 
standard deviations of unemployment and the price level for the three poli- 
cies simulated in Figures 5 and 6. They are the same points shown in Fig- 
ure 1, but here the scales are changed in order to accommodate another 
point, labeled actual, which shows the actual standard deviations of unem- 

FIGURE 7 
The Policy Frontier and Actual Economic Performance, 1952-83 
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ployment and the price level. The actual point is far, far above the frontier. 
Actual policy did not make sense by any set of preferences about unem- 
ployment and price variability. In particular, the two elastic strategies dom- 
inate actual policy, in the sense of offering both lower unemployment 
variability and much lower price variability. 

Conclusions 

What is most important about monetary strategy is to have one. Any 
policy on the frontier of unemployment and price variability that is not 
fiercely hawkish will give better plerformance by far than we had under the 
meandering policy of the past 30 years. 

Nominal GNP targeting is one policy on the frontier. With some justice, it 
has been criticized as overly hawkish, in that it calls for substantial unemploy- 
ment in an aggressive response to an inflation shock. An elastic price target 
with an elasticity of 5 or 8 strikes me as closer to the optimum. But this paper 
has shown that differences among sensible policies are small compared to the 
difference between historical policy and any sensible policy. 
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Commentary 

Raymond Lombm 

In the two years since we last convened in this majestic setting to discuss 
monetary policy, real output has expanded rapidly and inflation has 
slowed significantly. However reluctant policymakers are to take credit for 
the economy's exceptional performance and pat themselves on the back in 
public, the critique presented by Bob Hall must come close to provoking a 
response. Serving as a force for moderation and so as not to foster the wide- 
spread notion that economists rarely agree on anything, especially policy 
issues, my plan is to focus on the core of Bob's paper, around which I be- 
lieve most economists and policymakers may be able to rally. Moreover, 
leaving most of the technical nitpicks to Stigler's conference handbook 
should help engender a constructive dialogue more in concert with the 
intoxicating beauty and dignity of our surroundings. 

The economy's evolution over the past two years has proceeded within a 
policy strategy often characterized as "pragmatic, eclectic, and flexible." 
However well such a strategy appears to have worked, many, including the 
farsighted prime movers behind this conference-Roger Guffey and 
Thomas E. Davis-have become increasingly concerned about the ab- 
sence of a reliable, strong, well-understood anchor for policy. Skilled sailors 
know that reliable anchoring entails good holding ground, proper equip- 
ment, and informed technique. Designed to absorb the shocks of winds 
and currents as they change direction and velocity, an essential ingredient 
of successful anchoring is adequate "scopen-the ratio of anchor line to 
the depth of the water. The lower'the ratio (i.e., the less scope), the tighter 
is the tether linking the boat and the anchor. Although quite serviceable in 
calm waters, such a configuration is not very tolerant of shocks. As a 
result, the anchor can easily slip or break loose, becoming dysfunctional. 
In contrast, adequate scope builds in sufficient flexibility to absorb shocks. 
At the other extreme, a huge ratio (i.e. very large scope) comes to 
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approximate a vessel drifting aimlessly. The message of this analogy, and 
indeed of Hall's paper, is that a policy anchor and a policy strategy with a 
moderate degree of built-in flexibility are not mutually exclusive. 

There are four general characteristics of Hall's specific policy proposal 
that I would like to highlight and discuss. 

Precommitment 

An increasing number of academics agree in principle with the notion 
that policymakers should announce a specific, credible, understandable, 
defensible trajectory for monetary policy covering the short to intermedi- 
ate term (say, six months to two years). Differences do, of course, exist con- 
cerning the specifics of such a strategy-e.g., which variable(s) to focus on, 
how frequently to review the policy stance, the necessary and sufficient 
conditions for revising policy, etc. Without down-playing the importance 
of such nuances, these differences should not be allowed to obscure the 
agreement regarding precommitment. 

Although exhibiting a superficial attachment to precommitment, as ex- 
emplified by the Fed's twice-yearly policy dances with Congress under the 
aegis of the reporting requirements embedded in the Humphrey-Hawkins 
Act, most policymakers view meaningful precornmitment as economically 
and politically naive, and possibly even injurious to the nation's economic 
performance. Trumpeting the overriding need for judgement, a flexible, 
pragmatic, and eclectic-that is, sensible-policy allegedly emerges. Man- 
ifested by ever-changing emphases accorded the various monetary aggre- 
gates; changes in the relevant bases, ranges, and definitions; and 
shift-adjustments, few would confuse the Fed's approach with the type of 
precommitment advocated by Hall and others. 

We live in an uncertain world; on this we all presumably agree. And, as 
many have said, the future is unknowable but not unimaginable. Yet, as 
the past 20 years so vividly demonstrate, and as Brunner and Meltzer have 
forcefully argued, we should be profoundly humble about our ability to 
distinguish between, much less anticipate, permanent and transitory 
shocks to the economy. 

While I have an abiding respect for the work of Steve Axilrod, his large 
and talented staff, and indeed for the staffs throughout the Federal Re- 
serve System, the Fed's flexible approach to policy is predicated on a degree 
of confidence in their collective abilities to sort things out-a confidence 
that, in my judgement, is not wholly justified. Moreover, the alleged short- 
run economic benefits of flexibility, which are almost by definition transi- 
tory, need to be weighed against the long-run costs. Policy adjustments, 



reversals, and errors erode credibility and complicate intertemporal 
decision-making in the private sector. At a deeper level, Fed attempts to 
reoptimize at each month's FOMC meeting must face rather than finesse 
the problem of "dynamic (time) inconsistency" first discussed by Kydland 
and Prescott (1977), and now immortalized by Rick Mishkin's two-year- 
old son. 

By viewing flexibility as diametrically opposed to precommitment, it 
can be argued that the Fed overestimates the economic benefits and un- 
derestimates the economic costs of its pragmatism. As economists, how- 
ever, we should not underestimate the political benefits generated by the 
Fed's vague, incomplete strategy (Lombra [1984]); precommitment and 
specificity go hand in hand with enhanced accountability for principals 
and their agents! The short-run political shock absorber comprising cur- 
rent arrangements and the inevitable tension between political and eco- 
nomic forces go a long way toward explaining the gulf separating many 
economists from policymakers on the notion of precommitment. 

Focus on nominal magnitudes 

Two propositions underlie recommendations that monetary policy 
should focus on nominal magnitudes. First, the longer the run, the larger 
the price effects of policy actions and the smaller the real effects. Second, 
the ability of economists to forecast the short-run effects of particular pol- 
icy actions on real output, employment, and prices is limited. Thus, with 
policy approximately neutral in the long run and central bank indepen- 
dence supposedly providing a shield permitting policymakers to take the 
long view in conducting policy, a focus on nominal magnitudes-on price 
stability, to be precise-is advanced as appropriate, prudent, and welfare- 
enhancing. 

The profession's forecasting performance has been chronicled and ana- 
lyzed in a series of important articles by McNees. Table I extracts some 
data from his most recent evaluation (McNees and Ries [1983]). 

The size of the mean absolute errors and root mean square errors appear 
nonnegligible. Moreover, the mean error measure, an indicator of bias, sug- 
gests that while the forecasts of nominal GNP are on the mark on average, 
this reflects a tendency to overestimate real output and underestimate infla- 
tion. Such indications, which are broadly consistent with similar evaluations 
of the Fed staffs forecasts u m b r a  and Moran [1980], Karamouzis and 
Lombra [1984]), suggest that attempts to pin down the slope and position of 
the short-run Phillips curve and handle expectations adequately have not 
been wholly successful. If a Hall-like proposal can be shown to be 
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TABLE 1 

One-Year-Ahead Forecast Errors 
1971-83 

Error Measure 
Root Mean 

Variable Mean Error Mean Absolute Error Square Error 
Nominal GNP 0.0 2.2 2.8 
Real GNP 0.5 1.6 2.1 
Implicit Price Deflator - 0.7 1.4 1.8 
Unemployment Rate - 0.3 0.7 0.9 

Notes: From McNees and Ries (1983), Table 3. Error measures are calculated from the me- 
dian of forecasts by the ASA-NBER survey, Chase, DRI, Wharton, and BEA. Errors 
for the first three variables are calculated as predicted minus actual growth at com- 
pound rates. Unemployment rate errors are the difference between predicted and ac- 
tual unemployment rate levels. 

flexible enough to handle such forecasting difficulties, the fact that it gives 
primary emphasis to nominal magnitudes, and should have a salutary ef- 
fect on expectations suggests it dominates alternative strategies predicated 
on estimated empirical relationships between policy instruments and real 
variables which, in the language of Leamer (1983), are characterized by 
whimsy and fragility. 

A forward-looking policy 

Hall's proposal conditions policy on forecasts for unemployment and 
the price level a year ahead. Current outcomes and expected outcomes 
over the next six months are treated as water under the bridge. Existing 
empirical work (Lombra and Moran [1980]) and my experience within the 
system suggest the formulation of policy has often taken almost the oppo- 
site tack: incoming data on past outcomes drive policy discussions and ad- 
justments. To be sure, discussions do include simplistic extrapolations of 
trend-cycle indications in the data, with a dash of regression to the mean 
experience thrown in, as lip service is paid to the staffs forecasts. However, 
the perception that short-run forecasts are unreliable precipitates heavy 
discounting and an overriding focus on current conditions. 

Many, myself included, have long felt that a policy that is in many re- 
spects backward-looking will often prove unduly procyclical. It is certainly 
true that short-run forecast errors are not small and that forecasts tend to 
deteriorate as we move from a one-quarter to a four-quarter horizon. How- 
ever, the overwhelming portion of forecast errors is usually concentrated 
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in the first two quarters, and little further deterioration is evident over a 
four- to eight-quarter interval (McNees and Ries [1983], lhble 2). In all 
likelihood, the dynamic behavior of prices and output, discussed above, 
contributes to longer-run forecasts being in some sense more reliable than 
short-run forecasts; the longer the run, the more prices will have adjusted. 
Even more fundamentally, the fact that forecasts are almost always wrong 
does not imply that they contain no usable information and that policy- 
makers are free to ignore them. Of course, with high discount rates in the 
political arena reinforcing the existing economic uncertainties concerning 
the near-term outlook and the short-run transmission mechanism for 
monetary policy, such behavior is hardly surprising. 

The pitfalls of Fed-style pragmatism 

Has the Fed moderated, aggravated, or initiated economic fluctuations? 
The never-ending character of this debate and the intransigence of relative 
positions on the role of monetary policy testify to the limitations of our 
analytical and empirical tools and offer strong support for Keynes' dictum 
that in economics it is virtually impossible to convict someone of error, and 
extremely difficult to convince someone of error. 

The Fed sees policy as a stabilizing force, more often than not deftly 
responding to emerging disturbances. Many academics, particularly 
monetarists, see policy as often aggravating economic fluctuations. Acus- 
ing policymakers of being deaf rather than deft, and suffering from both 
myopia and amnesia, Fed bashing has seldom been in short supply. 

The correlation between the Fed's plans and its performance has, in my 
judgement, been variable, difficult to predict, and not particolarly high on 
average. Moreover, policymakers strain credulity beyond reasonable limits 
by contending that virtually all departures of the record from the rhetoric 
result from bad luck, fiscal policy, unanticipated nonpolicy shocks, finan- 
cial innovation, and the like. While Hall's Figure 7 and accompanying dis- 
cussion surely exaggerate the degree to which policy has exacerbated 
economic fluctuations, it does appear that, despite good intentions, Fed 
flexibility and pragmatism often produce policies that become part of the 
problem rather than the solution. 

I recognize that what looks like a policy error ex post from an economic 
perspective might have looked quite different ex ante. I would also contend 
that the last 20 years have seen their share of successful policy episodes. 
Further, it must be granted that alleged economic policy errors have occa- 
sionally been associated with short-run political successes. However, as- 
suming a high discount rate and a multi-dimensional objective function 
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defined over political and economic outcomes, inattention to the 
longer-run economic effects of policy emerges naturally. The result is a 
focus on the short run, wherein knowledge deficiencies about the 
transmission mechanism and the source and duration of shocks are par- 
ticularly acute. 

That the absence of an anchor for policy may be a part of the problem 
can probably only be seen by standing back from the day-to-day fire fights 
that permeate policymaking. I have long felt that Reserve Bank presidents 
and their staffs, being somewhat less involved in shorter-run policy opera- 
tions, have displayed a comparative advantage in gaining a perspective on 
policy; over the years many have asked, What precisely are we doing? How 
are we doing it? And is there a better way? In this spirit, the collective 
wisdom advanced during this conference raises fundamental as opposed 
to technical questions about the conduct of policy. Fed bashing aside, I 
doubt the current configuration of the Bluebook and Greenbook and the 
accompanying policy strategy in place are an adequate response to such 
questions. 

Lest I be accused of being too easy on the author, let me make some 
specific observations and suggestions motivated by reading Bob's provoca- 
tive paper. While I am not sure how seriously to take some of the details, I 
accept and am sympathetic to the spirit of the exercise he conducts. How- 
ever, it was startling to read a paper written in 1984 where price and policy 
expectations are not prominent. Wouldn't the Fed's choice of parameter A 
effect the economy's wagelprice-setting mechanism? One need not buy 
short-run neutrality to believe the system depends on the policy rule. In 
the empirical section, I would counsel against relying too heavily on 
results generated by what Bob Weintraub used to call a TinkerToy model. 
Why not utilize the one-year-ahead forecasts provided by McNees and 
Ries (1983), and the errors and biases embedded therein, to put the elastic 
price standard through its paces? Although still vulnerable to a modified 
Lucas critique, the results would be less model-dependent and somewhat 
more realistic. Lastly, I wonder how to treat fiscal policy within such an 
exercise. Is it reasonable to assume fiscal policy will be invariant to the 
stance of monetary policy? I think not, and suggest the implications of 
such an interdependence for the variance of the price level and unemploy- 
ment need to be explored. 

Constrained optimization is what policymaking is all about. Logically, 
then, we need to be fairly precise about the nature of the constraints and 
the objectives if we are to produce useful policy evaluations and prescrip- 
tion. Reflection and research on such issues suggest to me that, specifics 
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aside, approaches like those advanced by Hall that are predicated on pre- 
commitment are forward-looking, and focus on nominal magnitudes go a 
long way toward avoiding the pitfalls of Fed pragmatism. It is often said 
that sailing is like standing in a cold shower and tearing up $20 bills. It 
strikes me that an inflationary and periodically destabilizing monetary 
policy can also be characterized. 
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7 
The Value of Intermediate Targets in 

Implementing Monetary Policy 

Benjamin M. Friedman 

Despite the growing experience with their use, both in the United States 
and abroad, the role of intermediate targets of monetary policy remains a 
source of confusion and controversy. Although some advocates appar- 
ently regard stable growth of one or another monetary aggregate as an end 
in itself, by far the more typical view in favor of such intermediate targets is 
that they somehow enable the central bank to achieve more effectively its 
objectives for the nonfinancial economy, usually including price stability 
or real growth, or both. It is in making that 'somehown more precise, and 
thereby making the appropriate role (if any) of intermediate targets opera- 
tional, that the difficulty lies. 

The ambiguity stems from the fact that measures like money or credit 
are not under the immediate control of the central bank. In the United 
States, the deposits that constitute the main bulk of any of the familiar 
monetary aggregates are created by more than 40,000 financial institu- 
tions, and how much money there is at any time depends on the decisions 
not only of these institutions but of millions of individuals and businesses 
that own deposits. Broader asset aggregates like total liquid assets depend 
on the decisions of an even wider range of institutions, as do liability aggre- 
gates like domestic nonfiancial credit. The Federal Reserve System can 
influence any of these measures, to be sure, but it cannot directly control 
them in the sense that it can control, for example, the nonborrowed 

I am grateful to Diane Coyle for research assistance and helpful discussions; to Andrew 
Abel, Mark Watson and participants in the Federal Reserve Bank symposium, including es- 
pecially Stephen Goldfeld, for helpful comments on an earlier draft; and to the National Sci- 
ence Foundation and the Alfred F! Sloan Foundation for research support. 
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reserve base or the federal funds rate. Hence these measures are at 
most targets, not instruments, of monetary policy-intermediate steps be- 
tween the instruments that the central bank can control directly and its 
ultimate nonfinancial policy targets. 

The object of this paper is to assess quantitatively the potential value of 
specific intermediate targets for monetary policy in the United States. The 
basic premise motivating this analysis is that a financial variable like 
money or credit-or, for that matter, a market interest rate-has potential 
value as an intermediate monetary policy target only to the extent that 
movements in that variable convey information about the nonfinancial 
economic developments that constitute the reason for having a monetary 
policy in the first place. Moreover, to warrant such a variable's use as an 
intermediate target, the pertinent information its movements contain 
must not be readily available elsewhere. The questions addressed in this 
paper are whether any familiar financial variables in fact contain such po- 
tentially valuable infoimation and, if so, which ones and how much. 

In addition to the specific conclusions provided as answers to these 
questions, a key contribution of this paper is the method of analysis it in- 
troduces. In particular, the paper suggests and implements a method for 
using structural economic models, restricted by the relevant economic the- 
ory, to answer questions that the previous literature has addressed primar- 
ily with nonstructural, unrestricted representations of economic behavior. 
The specific quantitative conclusions reached in this paper about the po- 
tential value of intermediate targets in the monetary policy process result 
from the application of this method to one macroeconometric model that 
is especially small and simple. The method of analysis suggested here, 
however, is applicable more generally, to models small and large, simple 
and complex. 

The first section outlines the basic concept of the intermediate target as 
a way of gathering and processing relevant information in implementing 
monetary policy. The next section presents the small macroeconometric 
model of the United States to be used in the quantitative analysis. The 
third section applies this model to evaluate the potential usefulness of fa- 
miliar financial variablegas intermediate targets when the chief nonfinan- 
cia1 focus of monetary policy is the growth of nominal income. The 
following section undertakes an analogous evaluation focused separately 
on real income growth and price inflation. And a final section briefly sum- 
marizes the principal conclusions of this analysis and re-emphasizes some 
of its limitations. 
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Intermediate targets as information variables 

Why should a central bank, in conducting monetary policy, take ac- 
count of the movements of money or credit?' 

After nearly a decade of formal reliance on monetary aggregate targets 
for monetary policy by the Federal Reserve System, and the adoption of 
analogous targets by an increasing number of central banks around the 
world, even to pose such a question may at first seem like so much inspect- 
ing the interstices of the obvious (hardly an unknown activity in the social 
sciences). Yet the question is a serious one. In the circumstances under 
which most central banks today actually conduct monetary policy, the rel- 
evance of movements in money or credit is far from self-evident. Still less 
self-evident is why central banks should elevate measures like money or 
credit to the level of intermediate policy targets, thereby creating the pre- 
sumption that, in implementing monetary policy, they not only may but 
indeed will respond to the movements of these variables. 

At least part of the reason why this issue receives relatively little serious 
attention in current discussions of monetary policy is probably the fault of 
the professional economics literature, which more often than not relies on 
hypothetical constructs that either rule the question out altogether or in 
the end make the answer-within those constructs-genuinely self- 
evident. At the theoretical level, for example, most models simply treat the 
money stock as an exogenous variable, directly subject to control by the 
central bank. In such models there can be no question of the central bank's 
responding to movements of the money stock, because by assumption the 
central bank initiates all such movements. Similarly, most. theoretical 
models include only one monetary asset, and in some models that asset is 
the only available form of wealth holding.* Such models, of course, cannot 
address the question of to which movements the central bank may want to 
respond when there are two or more monetary aggregates that covary im- 
perfectly. At the empirical level, much of the current discussion simply as- 
sumes away the great body of evidence documenting the instability of any 
simple specification of the relationship between nonfinancial economic 
activity and any measure of money. 

1. This section relies in part on arguments developed at a formal level in Brunner and Melt- 
zer (1967), Tobin (1970), Poole (1970), Kareken, et al. (1973), and Friedman (1975). 

2. It is astonishing that some economists, having hypothesized models including a single 
form of wealth holding, proceed to label that single asset 'moneyn and then draw logical infer- 
ences on which they then base recommendations about actual monetary policy. 



The circumstances under which the Federal Reserve actually conducts 
U.S. monetary policy are quite different. No monetary or credit aggregate 
is directly subject to central bank control. Instead, the Federal Reserve 
controls the growth of nonborrowed reserves, or perhaps a short-term in- 
terest rate like that on federal funds. There is not just a single monetary 
asset. Instead, the market offers a great variety of forms of deposits (and, 
similarly, an enormous variety of forms of borrowing), and the number of 
potentially definable monetary (or credit) aggregates is limited only by 
imagination and data collection machinery. No simple money-income or 
credit-income relationship is consistently reliable over short time horizons. 
Moreover, given the pace and extent of changes in patterns of U.S. finan- 
cial intermediation, there is little ground for strong confidence in such rela- 
tionships over longer horizons either. 

Why, then, under these circumstances, radically different from those so 
often either explicitly assumed in the professional economics literature or 
casually assumed in discussions of current policy, should the Federal Re- 
serve take account of the movement of money or credit in implementing 
monetary policy? The potential role of such variables in the policy process 
stems from the possibility that their movements may provide information, 
which is otherwise either unavailable or difficult to process, about the non- 
financial targets that the central bank seeks ultimately to affect. 

The starting place for making monetary policy is a set of objectives for 
the nonfinancial economy. In part because of the targeting and reporting 
requirements imposed on the Federal Reserve by Congress, but also be- 
cause much other planning takes an annual form, the typical procedure in 
the United States involves the tentative identification each year of a de- 
sired rate of economic growth for the year ahead, in both real and nominal 
terms.3 The Federal Reserve then determines, and publicly reports to Con- 
gress, the target rates of money and credit growth that are likely-as seen 
in advance of the fact-to be consistent with that economic growth. Fi- 
nally, the Federal Reserve determines, and implements via open market 
operations, the growth of nonborrowed reserves (or the federal funds rate 
level) that is likely-again, as seen in advance of the fact-to be consistent 
with the targeted growth of money and credit.4 

3. Because of lags (inertia), of course, not all desired growth rates of either prices or real 
income are feasible. The discussion here assumes a choice from within the feasible range. 

4. Before October 1979, the Federal Reserve's operating instrument was typically the fed- 
eral funds rate. Thereafter it was the growth of nonborrowed reserves. Wallich (1984) has 
stated that from late 1982 on it was borrowed reserves. 
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As of the beginning of the year, therefore, the Federal Reserve in princi- 
ple outlines a mutually consistent set of growth rates for real income, 
prices, money, credit, and nonborrowed reserves, and it uses open market 
operations to implement the one element in this package under its direct 
control. The question at issue here is what further usefulness-if any-the 
money and credit aggregates possess. If actual money or credit growth de- 
viates from the corresponding targeted pace, should the Federal Reserve 
respond? And if so, why, since the ultimate policy objective is to affect not 
money or credit growth but real economic growth and price inflation? 

Responding to aberrant movements in money or credit growth is a use- 
ful policy under these conditions only if such movements forewarn subse- 
quent (or contemporaneous but as yet unobservable) movements of real 
income or prices. For example, money growth greater than targeted-that 
is, greater than expected in advance to be consistent with the desired 
growth of income and prices-may indicate that later on either real in- 
come or prices (or both) will advance more strongly than expected. If so, 
responding to this excessive money growth by reducing the growth of non- 
borrowed reserves will set in motion forces of adjustment-involving in 
the first instance higher short-term interest rates, but in addition much 
broader aspects of asset yield and price relationships-to help restrain the 
excessive nonfiancial economic activity. Similarly, if money growth less 
than targeted forewarns coming economic weakness, responding by in: 
creasing reserve growth will set in motion forces acting to bolster activity 
levels. The rationale for responding to either faster or slower credit growth 
than targeted is analogous. 

This familiar monetary policy procedure, based on targeted growth rates 
for money and credit (or, more commonly, money only) suffers from two 
potential drawbacks. The first, of course, is that aberrant movements of 
the targeted aggregate may not indicate future economic strength or weak- 
ness after all. Instead, they may merely reflect shifts in the portfolio prefer- 
ences of either financial institutions or the general deposit-holding and 
liability-issuing public. In that case, policy responses in the form of 
changes in reserve growth (or in short-term interest rate levels) will be 
counterproductive, pushing nonfinancial activity away from, rather than 
toward, its intended course. Whether or not the Federal Reserve should 
respond to such unexpected movements of money or credit therefore de- 
pends, in the first instance, on what information about future economic 
activity these movements convey. A large and long-standing empirical 
literature has examined this question, primarily using %onstructural" 
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methods that rely on no specific economic model.5 
The second potential shortcoming in the use of monetary and credit a m -  

gates as intermediate policy targets is that whatever information about future 
activity levels these aggregates do convey may simply duplicate information 
readily available from other convenient sources. Given the large element of 
inertia in short-run fluctuations of economic activity, surely the first place to 
look for information about income gmwth in the near future is in the recent 
movements of income itself. In other words, the relevant question is not just 
whether a potential intermediate target provides information about future in- 
come growth but whether it provides information not already contained in 
recent movements of income itself. A large empirical literature has addressed 
this question too, again primarily using nonstructural  method^.^ It is also pos- 
sible to frame this question in a much broader way by asking whether yet 
other readily available data may also contain the same information that move- 
ments of money or credit convey, but the policy implications of empirical fmd- 
ings in this broader context are less straightforward because of the difficulty 
inherent in strategies explicitly relating monetary policy responses to large 
numbers of different variables. 

The task undertaken in this paper is to address these questions about the 
information contained in potential intermediate targets of monetary pol- 
icy, using a small 'structuraln macroeconometric model of the United 
States. The key advantage of basing the analysis on a structural model, in 
comparison to the more prevalent use of nonstructural methods in the re- 
cent literature, lies in the presumably superior representation of expected 
economic behavior, and hence the superior division of the respective 
movements of variables like income, money, and credit into corresponding 
expected and 'surprisen components, that the structural model provides. 
The answer to any question about the information contained in unex- 
pected movements in money or credit can be only as valid as the underly- 
ing distinction of expected versus unexpected movements on which it 
relies. By relying on nonstructural (usually vector autoregression) models 
for this purpose, the recent literature implicitly assumes that the best avail- 
able representation of the expected movement of any variable is an unre- 
stricted linear projection from past values of itself and other variables, and 
identifies any difference between this projection and the corresponding 
actual movement as unexpected. A structural model instead uses the 

5. Tnditional references include Friedman and Schwartz (1963) and Andersen and Jordan 
(1968). 

6. See, for example, Sirns (1972, 1980) and Friedman (1983 and forthcoming). 
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relevant economic theory to restrict the representation of a variable's ex- 
pected movement, and hence also to identify the unexpected part of its 
actual movement. 

A further advantage of basing the analysis on a structural model is that 
structural models typically make clear the relationships among the operat- 
ing instruments, potential intermediate targets, and nonfinancial objec- 
tives of monetary policy. Empirical findings therefore have a ready 
interpretation in terms of the policy process, and specific results corres- 
pond in a straightforward way to rules for central bank response. By con- 
trast, evidence generated without using any structural model is at best 
difficult to translate into policy implications. 

The countervailing disadvantage of the structural approach, of course, 
is that the particular structural model used may rely on theory that is irrel- 
evant or invalid. In that case the restrictions imposed may make the 
model's representation of expected economic behavior, and hence the cor- 
responding distinction of expected versus unexpected movements in any 
given variable, not superior but inferior to their unrestricted, nonstruc- 
tural analogs. Similarly, if a model does not adequately represent the rele- 
vant macroeconomic behavior, policy rules suggested by its properties may 
be misdirected and even counterproductive. Given its compactness and 
simplicity, the model used here is clearly illustrative rather than definitive. 

The next section presents a small macroeconometric model, and the fol- 
lowing two sections go on to analyze its implications for the information 
value of potential monetary policy targets. An important caveat is in order, 
however, before proceeding to that task. Even the finding that aberrant 
movements of money or credit contain information about future eco- 
nomic activity, and that such information is not readily available else- 
where, does not warrant taking account of this information by establishing 
money or credit as an intermediate target in any strict sense. The Federal 
Reserve should respond to such information, to be sure, and it may even be 
useful to establish a form of targeting procedure to institutionalize the pre- 
sumption that it will do so. In general, however, the appropriate policy re- 
sponse is different-under most realistic circumstances, more 
modest-than that required to return money or credit fully to the corres- 
ponding targeted path.7 

7. One reason for the more modest response, analyzed by Poole (1970) and Friedman 
(1975), is that in general such an abberant movement reflects some combination of unex- 
pected economic strength or weakness and unexpected shifts in portfolio preferences. A sec- 
ond reason, analyzed by Brainard (1967), is that policymakers do not know with certainty the 
correct values of the parameters describing the economic effects of policy actions. 
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A macroeconometric model 

Table 1 shows estimates, based on U.S. quarterly data spanning 1961:I- 
1979:III, for the six-equation Pirandello Model first presented in Fried- 
man (1977) and subsequently updated in Clarida and Friedman (1983). 
The model includes empirical estimates for relationships describing aggre- 
gate demand, aggregate supply, money demand, money supply, and the 
term structure of interest rates, plus a nominal income id en tit^.^ For con- 
venience, all equations are linear in logarithms, and no variable is lagged 
more than once. Hence the model is a simple linear first-order difference 
equation system. 

The reason for limiting the model's estimation to data through 1979:III 
is that there is evidence of a break after that date in all five of the estimated 
relationships? To the extent that the conditions newly characterizing the 
immediate post-1979:III period continue to prevail, the model is therefore 
a description of historical behavior only. More recently, however, the Fed- 
eral Reserve System appears to have moved away from the new policy pro- 
cedures adopted in October 1979.1° The model may therefore be applicable 
to current behavior as well, even though not to that of the few years imme- 
diately following 1979:III. 

The model's aggregate demand equation includes an interest rate, or IS 
curve, effect (here based simply on a nominal long-term interest rate), as 
well as a fiscal policy effect and a terms-of-trade effect. The aggregate sup- 
ply equation relates price setting to real economic activity and also to the 
terms of trade. The money demand equation has the standard real LM 
curve specification. The money supply equation combines a nonborrowed 
reserves multiplier effect with a borrowed reserves response associated 
with the discount rate and an excess reserves response associated with the 
short-term market interest rate.'' The term structure equation, which pro- 
vides a link between the long-term interest rate in the aggregate demand 

8. The only change in specification from the original 1977 model is due to the use of MI 
rather than M2 as the monetary variable. The estimates shown in Table 1 are from the appen- 
dix to Clarida and Friedman (1983). 

9. By contrast, there is no evidence of a break after 1976:II, the endpoint of the sample 
originally used in Friedman (1977). See the comparison of F-statistics in Table 5, Clarida and 
Friedman (1983). 

10. See again Wallich (1984). 
11.   he coefficients of the two interest rate terms in the money supply equation are not 

significant individually but are highly significant jointly. The test statistic for the null hypoth- 
esis that both coefficients are zero is x2(2) = 16.2. 
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TABLE 1 
Equations of the Pirandello Model 

(1) Aggregate demand 

AX, = .0064 - .I026 ArLt + .I024 AE, - .0688 + ,4397 AX,_I 
(4.8) ( -  2.9) (2.0) (-2.2) (5.0) - 2 
SE = .00780 R = .49 

(2) Aggregate supply 

Apt = ,0895 AX,., + .0542 AIl_1 + .8700 
(3.4) (3.9) (25.2) 

- 2 
SE = .00347 R = .88 

(3) Money demand 

A(M - P), = .I 192 AX, - .0406 Arst + ,8703 A(M - P),., 
(1.9) ( -  3.9) (7.7) 
SE = .00676 R2 = .53 

(4) Money supply 

AM, = .0034 + 2118 AR, + .0097 Ars, - ,0234 Am + ,7627 AMt-! 
(2.3) (2.1) (0.6) (-1.3) (8.6) 
SE = ,00481 R2 = .53 p = -.2 

(5) Rrm structure 

(6) Nominal income identity 

AY, = AX, + AP, 

Notes: Equations are estimated using Fair's (1970) method for simultaneous equations with 
lagged dependent variables and serially correlated disturbances. 

Sample period is 1961:I-1979:IIl. 
Numbers in parentheses are t-statistics. 
All variables are in logarithms. 
Predetermined variables are E, I, L, R, r ~ ,  and S. 

Definitions of Symbols: E = high-employment federal expenditures 
I = import price deflator 
L = outstanding long-term federal debt 
M = money stock (MI) 
P = GNP price deflator 
R = stock of nonborrowed reserves 
r~ = discount rate 
rL = Baa corporate bond rate 
rs = three-month Treasury bill rate 
S = outstanding short-term federal debt 
X = real GNP 
Y = nominal GNP . 
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equation and the short-term interest rate in the money demand and money 
supply equations, combines a form of the standard expectations hypothe- 
sis with a debt management policy effect.12 The nominal income identity 
is straightforward. 

As estimated here, these six relationships determine six variables: the 
growth rate of nominal and real income, prices, and money, and short- and 
long-term interest rates. Exogenous variables include monetary policy 
(nonborrowed reserves and the discount rate), fiscal policy (high- 
employment government expenditures), debt management policy (the ma- 
turity composition of outstanding government debt), and the dollar price 
of imports. 

An alternative way of specifying the stochastic structure of the model is 
to assume that the direct instrument set by the Federal Reserve's open mar- 
ket operations is not the growth of nonborrowed reserves but the short- 
term interest rate. In that case, the short-term rate would be an exogenous 
conditioning variable, while nonborrowed reserves would be one of the six 
variables jointly determined by the model. Because the Federal Reserve is 
free to choose either nonborrowed reserves or the short-term interest rate 
as its operating instrument, and because there is some ambiguity about 
how Federal Reserve policy has actually operated in the past, it is interest- 
ing to know the model's implications for key policy questions under either 
specification. The two sections below therefore report parallel sets of 
results along just these lines. Changing the assumed stochastic structure 
of the relationships among the model's variables in general changes the 
corresponding estimated coefficients, however, so that the alternative sets 
of results based on an interest rate instrument rely on a different set of 
coefficient estimates (not shown) than the ones based on a reserves instru- 
ment shown in Table 1.13 

The Pirandello Model's compactness and simplicity result, of course, 
from the imposition of many restrictions on the data. Those restrictions 

12. The coefficients on the two short-term interest rate terms in the term structure equa- 
tion are not significant individually but are highly significant jointly. The test statistic for the 
null hypothesis that both coefficients are zero is x2(2) = 10.4. 

13. As an historical matter, of course, only one (at most) of these two descriptions of the 
monetary policy process can be correct for the model's estimation period. It is in general not 
valid to draw inferences from a model estimated assuming a stochastic structure different 
from that which characterized actual behavior during the estimation period. The relevant 
question here is which of the two policy instruments was exogenous during that period. 
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necessarily limit-although, apparently, to a surprisingly small degree- 
the model's ability to represent actual macroeconomic behavior.14 The cor- 
responding advantage purchased by those restrictions is not just 
convenience, but the facility that the resulting model's form provides for 
explicitly analyzing policy questions like the ones addressed here. 

Intermediate targets for nominal income 
A familiar, albeit simpWied, representation of the process of choosing and 

implementing monetary policy targets begins by positing a desired growth rate 
for nominal income for some period ahead, then translates that desired in- 
come growth ink the implied growth of the money stock, and in turn trans- 
lates that money growth into the implied growth of nonbormwed reserves. 
The two translation steps involved could be as simple (simple-minded?) as 
merely allowing for average trend movements, first in monetary "velocity" and 
then in the 'money multiplief or they could incorporate sophisticated econo- 
metric andlor judgmental predictions of the dynamic money-income and 
money-reserves relationships. Carrying out this task using the model shown in 
Table 1 would stand somewhere in between. 

Given such a model, and given the values of the four exogenous varia- 
bles other than nonborrowed reserves over the relevant time period, it is 
straightforward to determine what rate of reserves growth the Federal Re- 
serve System should implement in order to make the conditionally ex- 
pected nominal income growth over this period equal to any chosen rate. 
The model also indicates what rate of money growth to expect over this 
period, given the implemented reserves growth as well as the assumed val- 
ues of all other predetermined variables-including, importantly, the seri- 
ally correlated disturbances to the model's five stochastic relationships. 

As the first entry in the middle column of Table 2 shows, the standard 
deviation of the model's forecasting error for nominal income growth an 
indefinite number of quarters ahead (that is, the final-form residual corres- 
ponding to a forecast for a period sufficiently far in the future to eliminate 
altogether the role of information about the model's endogenous varia- 
bles) is 1.19 percent.15 In the absence of any other information external to 

14. See the discussion in Clarida and Friedman (1983). For a comparative analysis of the 
model's predictive behavior see Mahoney et al. (1983). 

15. The final form of the simple model used here is just its solved-out autoregressive repre- 
sentation. If the structural model is written as y, = Ay, + By,-, + Cx, + u, where y and &are 
vectors of endogenous and exogenous variables, respectively, and g is a vector of disturbances , 
to the structural relationships, then the model's final form is 

w 
Y, - = ,gJ(I - A)-IBI (I - A)-1 CL~,  + [(I - A)-%]' (I - A)-' u,. (Continued on next page.) 

1-0 
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TABLE 2 
Standard Errors for Nominal Income Residual Autoregressions 

Included lags 
None 
1 

Model from Table I 
0.01 19 
0.0104 

Model with credit 
0.0122 
0.0108 

the model, therefore, nominal income growth at a long horizon out would 
be within about a * 1 '/4 percent range of the forecast value two-thirds of 
the time. The remaining entries in the column also show that the availabil- 
ity of observations on recent income growth helps somewhat in predicting 
future income growth. Making the forecast of future income growth con- 
ditional also on observations of recent income growth reduces this range 
to about * 1 percent for periods up to four quarters ahead. In other words, 
the model's final-form residuals are serially correlated, so that taking ac- 
count of whether income growth has been higher or lower than expected 
in the recent past (that is, allowing for previous final-form residuals) re- 
duces the model's forecasting error in comparison with the corresponding 
uninformed forecast. Because allowing for this additional information in 
general changes the model's conditional forecast of income growth, it also 
in general changes the reserves growth necessary to make the conditional 
expectation of income growth equal the same chosen rate as before. 

What, then, is the potential role for the rate of money growth-or any 
other intermediate policy target-in the policy process? If observed 
money growth different from prior expectations also provides informa- 
tion that bears on future income growth, then a forecast of future 

The final-form forecast (the expected movement in y) for any period is then 
it = iF' [(I - AI-IBI' (I - A)-! Cxl 

and the corresponding final-form residual (the unexpected movement) is 
w 

6, = y, - 5 = i &  [(I - A)-'BI' (I - A)-' utx 

Because estimation of the model provides values of g only from 1961:I on, the calculation of 
6 (and therefore all results based one reported in Tables 2-7 blow) begins in 19641, thereby 
avoiding possible problems associated with truncation of the infinite sum. (An alternative 
procedure would be to calculate 5 from 5 values extending back before 1961:I, but data are 
not available for all of the exogenous variables for enough prior quarters.) Analogous results 
for calculations beginning in 1966:I show no essential difference. 
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income growth conditional on recent money growth will likewise be su- 
perior to the corresponding uninformed forecast. In addition, as in the 
case of information contained in recent income growth, allowing for 
the information contained in recent money growth in general changes 
the reserves growth necessary to make the conditional expectation of 
future income growth equal the same chosen rate as before, and hence 
in general warrants a policy response in the form of a different rate of 
reserves growth. 

The initial question to ask, therefore, is whether money growth in fact 
contains such potentially useful information. Moreover, as the discussion 
in the first section explains, establishing a presumption that the Federal 
Reserve will respond to whatever information is contained in money 
growth, rather than simply responding to observed income growth, makes 
sense only if the information contained in money growth is not also con- 
tained in income growth itself. 

The first column of Table 3 reports standard errors for a series of equa- 
tions relating the model's final-form income growth residuals to lagged val- 
ues of the corresponding final-form residuals for money growth and, in all 
but the first two equations, lagged values of the income growth residual 
itself. For a model as simple as the one used here, it would be possible to 
infer these standard errors (or their equivalents) directly from the proper- 
ties of the model's estimated coefficients, but the point of using instead 
regressions like those underlying Table 3 is to illustrate a method of analy- 
sis that is readily applicable to more complex models as well. The first two 
values shown indicate, in comparison to the standard error of 1 .I9 percent 
reported for the uninformed forecast in Table 2, that movements of money 
growth do contain information about future income growth. Even so, 
comparison with the other standard errors reported in Table 2 shows that 
this information is little greater than that contained in recent movements 
of income growth. 

The issue, however, is not whether money growth contains more or less 
information than income growth, but whether money growth contains ad- 
ditionalinformation not contained in income growth. The next two values 
shown in the first column of Table 3 are standard errors for equations relat- 
ing nominal income residuals to lagged values of the money 
growth residual and the income growth residual itself, entered with com- 
parable timing. Comparison with the corresponding standard errors based 
on lagged income growth alone, shown in Table 2, indicates that the addi- 
tional information contained in money growth is significant statistically 
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TABLE 3 
Standard Errors for Nominal Income Residual Regressions 

With Information from Endogenous Financial Variables 
(Reserves Exogenous) 

Information variable (Z) 
Variables in regression A!!- - Ars A 
z-I 0.0102** 0.0117 0.0103** 
z-I, z-2 0.0097" 0.01 17* 0.0101** 

Z-1; Y-I 0.0098** 0.0104 0.0098** 
z-I, z-z,z-3,z-4; y-I, y-2, y-3, y4 0.0094** 0.0098 0.0096* 

Z-1, Z_z; Y-2 0.0096** 0.0109 0.0099** 
Z-I, Z_2, Z.3; Y-3 0.0096** 0.0109 0.0097** 
z-I, Z-Z,Z-~ ,Z-~;  Y-3, y - 4  0.0094** 0.0103 0.0095** 

* Z variables significant at 0.05 level. 
** Z variables significant at 0.01 level. 

but not econ~mically.'~ A reduction in the standard error of the informed 
forecast from 1.04 percent to 0.98 percent (or from 1.02 percent to 0.94 
percent) is hardly ground for establishing money growth as an intermedi- 
ate policy target. 

These comparisons are not necessarily apt, however, if data on money 
growth become available before data on income growth. It may still be use- 
ful for the Federal Reserve to react to the information contained in money 
growth if the' information contained in income growth, which it dupli- 
cates, is unavailable. Even with a further one- or two-quarter lag imposed 
on the income growth residuals but not the money growth residuals, how- 
ever, there is still apparently little additional information contained in 
money growth. The last three values shown in the first column of Table 3 
are standard errors for regressions relating nominal income growth to 
lagged money growth and to lagged income growth itself with just such 

16. The significance levels reported in Table 3 (and in Tables 4,6 and 7 below) are for the t- 
or F- statistics pertaining to the information variables (for example, unexpected money 
growth) in the regressions indicated. These significance levels strictly rest on the assumption 
that the remaining unexplained residual variation in these regressions is not serially correl- 
ated. This assumption is apparently plausible in most cases. For example, of the Durbin- 
Watson values for the seven regressions in the first column of Table 3 (the seven regressions 
based on unexpected money growth), only one indicates serial correlation that is statistically 
significant at the .05 level. The significance levels reported in Tables 3,4,6, and 7 also strictly 
rest on the assumption that the model's exogenous variables, including policy variables, are 
tiot affected by feedback from the endogenous variables. This assumption, of course, is more 
dubious. 
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differential lags. Once again, the additional information contained in 
money growth is statistically significant, but hardly enough to matter eco- 
nomically. 

Money growth is not the only financial variable that may contain poten- 
tially useful information in this context, of course, and in principle the 
Federal Reserve may instead choose to alter the growth of nonborrowed 
reserves in an analogous way in response to some other readily observable 
financial variable. The model used here, with nonborrowed reserves taken 
to be the direct operating instrument of monetary policy, generates fore- 
cast values (and hence, after the fact, final-form residuals) not just for 
money growth but also for short- and long-term interest rates. The second 
and third columns of Table 3 present results, analogous to those based on 
money growth in the first column, for tests of the information about fu- 
ture nominal income growth contained in either of the two interest rates. 

These results provide no ground at all for the Federal Reserve's responding 
to movements in short-term interest rates, and they suggest that the case for 
responding to long-term rates is about comparable to that for responding to 
money. The standard errors for the equations including the short-term rate 
residuals, shown in the second column, are uniformly larger than those of the 
corresponding equations including the money growth residuals, and the infor- 
mation contained in short-term rates is typically not statistically significant. 
The standard errors for the equations including the long-term interest rate re- 
siduals are only marginally larger than those of the corresponding equations 
including money growth, and the information contained in long-term rates is 
always statistically significant. The reduction in standard ermr, however, is 
again never sizeable enough to make the indicated responses very interesting 
in a policy context. 

The three financial variables that are endogenous in this model- 
money growth and short- and long-term interest rates-do not constitute 
the entire universe of potentially useful intermediate target variables for 
monetary policy. The final column of Table 3 reports analogous results for 
tests of the information'about future nominal income growth contained in 
movements of aggregate credit growth. These results are based on a model 
identical to that shown in Table 1 ,  except that the financial quantity used 
in the third and fourth equations is total domestic nonfinancial credit, so 
that these equations become, in effect, 'credit demand" and 'credit supply" 
equations.17 The resulting model is highly similar to that shown in Table 1, 

17. This procedure is clearly inferior to the more ambitious undertaking of respecifying 
these equations to represent the demand for and supply of credit more appropriately. It does, 
however, render the results more directly comparable with those based on the model includ- 
ing money. 
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as the properties of the final-form income growth residuals reported in the 
right-hand column of Table 2 indicate. In addition, the results (not shown) 
of regression tests for the information content of the short- and long-term 
interest rate residuals in this altered model are very similar to the corres- 
ponding results shown in the second and third columns of Table 3. 

The results based on this altered model, reported in the final column of 
Table 3, indicate that the credit aggregate apparently offers the best pros- 
pect of any of the candidates considered here as a potential intermediate 
target for monetary policy. The standard errors for the equations including 
credit growth residuals are uniformly smaller than those for the corres- 
ponding equations including the residuals for any of the other three varia- 
bles, despite the slightly larger bases of comparison shown in the 
right-hand column of Table 2. Moreover, the additional information con- 
tained in recent movements of credit, beyond what is already contained in 
nominal income itself, is typically greater than that contained in any of the 
other three variables. With a single parallel lag on both credit and income, 
for example, the reduction in standard error is from 1.08 percent to 0.93 
percent. With four lags and a two-quarter delay on the receipt of income 
data, the comparable reduction is from 1.10 percent to 0.92 percent. 

Finally, it is also interesting to consider the value of potential intermedi- 
ate targets for monetary policy when the Federal Reserve conducts open 
market operations by setting the short-term interest rate rather than the 
growth of nonborrowed reserves. The first three columns of Table 4 
present results, analogous to those shown in Table 3, based on an alterna- 
tive version of the Pirandello Model estimated with the short-term interest 
rate taken as exogenous and reserves growth, along with money growth 
and the long-term interest rate, endogenous. The final column of Table 4 
presents further analogous results based on this alternative model esti- 
mated with credit in place of money. The results show that, if the Federal 
Reserve's direct operating instrument is the short-term interest rate, only 
the long-term interest rate (among the four variables considered here) con- 
sistently exhibits potentially useful information about future movements 
of nominal income. 

Intermediate targets for real income and prices 

The above analysis proceeds from the simplying assumption that it is 
possible to summarize the Federal Reserve System's objectives for the non- 
financial economy in terms of desired growth of nominal income. This 
practice is broadly familiar, both because it sidesteps the arbitrariness inev- 
itably involved in weighting two or more ultimate policy objectives, and 
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TABLE 4 
Standard Errors for Nominal Income Residual Regressions 

With Information from Endogenous Financial Variables 
(Short Rate Exogenous) 

i6riables in regression 

z- I 

z-I, z-2 

z-1; Y-, 
z-I, z-2, z-3,24; y-I, y-2, y-3, y - 4  

z-I, z-2; Y-2 
z-1, z-*, z4; Y-, 
z-I, z-z,z-3,z-4; y-3, y-4 

Information variable (Z) 
A ~ L  & - 

0.0109 0.0090** 
0.0107 0.0091** 
0.0109 0.0089** 
0.0105 0.0092** 

0.0106 0.0092** 
0.0105 0.0092** 
0.0104 0.0092** 

* Z variables significant at 0.05 level. 
** Z variables significant at 0.01 level. 

also because some economists have hypothesized that monetary policy 
can only affect nominal income without affecting the division of nominal 
income between real and price elements. 

Familiar as it is, however, focusing only on nominal income is not fully 
satisfactory for purposes of a discussion of intermediate targets for mone- 
tary policy. The most immediate reason is that the choice of an appropriate 
growth rate for the money stock, the most traditional intermediate target 
variable, is not invariant to the real-price composition of the associated 
nominal income growth. Although it is standard to assume a unit price 
elasticity of the demand for money, empirical evidence consistently indi- 
cates an income elasticity of (Ml) money demand well below unity.18 
Hence the money growth that would be consistent with any chosen nomi- 
nal income growth is greater as the underlying rate of price inflation is 
greater and the corresponding real growth smaller. More fundamentally in 
the policy context considered here, the appropriate central bank response 
to information about future price inflation in general differs from the ap- 
propriate response to information about future growth of real economic 
activity. 

It is also interesting, therefore, to look beyond the information that po- 
tential monetary policy target variables contain about nominal income to 
see what information they contain about, at the least, real income and 
prices. Table 5 provides a basis for the relevant comparisons by showing 

18. For recent years only, there is also some evidence of a non-unit price elasticity. 
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TABLE 5 
Standard Errors for Real Income and Price Residual Autoregressions 

Model with credit 

standard errors of the Pirandello Model's final-form residuals for real in- 
come growth and price inflation (and the corresponding residuals of the 
model with credit) analogous to those shown in Table 2 for the model's 
nominal income  residual^.'^ The residuals for price inflation exhibit sub- 
stantial serial correlation, but the real income residuals do not. 

The upper panel of Table 6 presents standard errors, analogous to those 
in Table 3, for equations relating the model's final-form real growth resid- 
uals to lagged values of the final-form residuals for the model's endoge- 
nous financial variables and, in most cases, to lagged values of the real 
growth residual itself. The results show that movements in both money 
growth and credit growth, and especially in the long-term interest rate, 
consistently provide statistically significant information about future real 
income growth beyond that contained in recent values of real income 
growth. Comparison to Table 5 shows, however, that the associated re- 
duction of the real growth forecasting error due to observed money 
growth or credit growth is too small to warrant much attention in a policy 
context. By contrast, that due to observed long-term interest rates-for 
example, from 1 .OO percent to 0.82 percent with a two-quarter lag on real 
income data-is small but perhaps worth a policy response. 

The lower panel of Table 6 presents standard errors for equations anal- 
ogously relating the model's final-form residuals for price inflation to 
lagged values of the other residuals and lagged values of the inflation re- 
sidual itself. These results show that movements in both money growth 
and credit growth, and in the short-term interest rate, consistently provide 
statistically significant information about future inflation beyond that 
contained in recent inflation. Here it is questionable, however, whether 

19. The final-form residuals used as the basis for these calculations are again for the model 
estimated with reserves exogenous. 
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TABLE 6 

Standard Errors for Real Income and Price Residual Regressions 
With Information from Endogenous Financial Variables 

(Reserves Exogenous) 

Information variable (Z) 
Variables in real income regressions - AM - Ars A - AC 
z- I 0.0087** 0.0093 0.0082** 0.0094** 
z- I, z-2 0.0086** 0.0094 0.0080** 0.0094** 

Variables in price regressions 
z- I 0.0053** 0.0057* 0.0056* 0.0035** 
z-I, z-2 0.0051 ** 0.0056* 0.0057 0.0035** 

* Z variables significant at 0.05 level. 
**  Z variables significant at 0.01 level. 

the resulting reduction of the model's inflation forecasting error due to the 
information in any of these financial variables-at most, from 0.41 per- 
cent to 0.34 percent for the short-term interest rate and with a two-quarter 
lag on inflation data-is of value in a policy context. 

Finally, Table 7 presents standard errors for both real income growth 
and price inflation residuals that are analogous to those shown in Table 6 
but based on the alternative version of the Pirandello Model estimated un- 
der the assumption that the direct operating instrument of monetary pol- 
icy is the short-term interest rate. Here the long-term interest rate stands 
out in consistently providing statistically significant information about fu- 
ture real income growth. Credit growth, and, to a slightly lesser extent, 
money growth and reserves growth, all provide statistically significant in- 
formation about future price inflation. 

Conclusions and caveats 

The basic premise underlying the analysis in this paper is that any finan- 
cial variable has potential value as an intermediate target for monetary pol- 
icy only if observed movements of that variable contain informafion about 
the likely future movements of whatever aspects of nonfinancial economic 
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TABLE 7 
Standard Errors for Real Income and Price Residual Regressions 

With Information from Endogenous Financial Variables 
(Short Rate Exogenous) 

Variables in real income regressions 

z-1 

z-I ,  z-2 

Z-1; X-1 
Z-I, z-2,2-3,24; Xl, X2, X - 3 ,  X- 4  

z -I ,  z-2; X - 2  

Z-I, Z-2,2-3; X - 3  

z-1, 2-2, 2-3, 2-4; X - 3 ,  X - 4  

Information variable (Z) 
AR - A 

0.0102 0.0079" 
0.0100 0.0079** 

0.0096 0.0079" 
0.0095 0.0079** 

0.0103 0.0079** 
0.0099 0.0080** 
0.0097 0.0079** 

Kzriables in price regressions 

z-1 0.0043 0.0042** 0.0044 0.0041** 
z-1, z-2 0.0039" 0.0038** 0.0044 0.0034** 

Z-1; P-1 0.0037 0.0036* 0.0037 0.0035** 
Z+Z-2, 2-3.24; P-I, P-z, P-3, P-4 0.0032** 0.0035. 0.0037 0.0032" 

Z21, Z-2; P-2 0.0039 0.0038' 0.0040 0.0034" 
Z-1, z-2,2-3; P-3 0.0034** 0.0035** 0.0040 0.0032** 
Z-I, Z-2,Z-3, 2-4; P-3, P-4 0.0032** 0.0036* 0.0040 0.0033** 

* Z variables significant at 0.05 level. 
**  Z variables significant at 0.01 level. 

activity the central bank seeks ultimately to affect. Further, keying mone- 
tary policy responses to observed movements of any such variable is sensi- 
ble only if the relevant information it contains is not also contained in 
other readily available sources-in the first instance, from observed move- 
ments of nonfinancial activity itself. 

The empirical results presented in this paper, based on a small quarterly 
macroeconometric model of the United States, indicate the absence of 
compelling evidence in favor of singling out any single variable as "the in- 
termediate target" of monetary policy. Of the variables considered here- 
including money (MI), credit, a long-term interest rate, and whichever of 
either reserves or a short-term interest rate the Federal Reserve System 
does not set directly by open market operations-most do contain at least 
some statistically significant information about the future growth of nom- 
inal income, real income, or prices. In most cases, however, this informa- 
tion is significant statistically but not economically. In other words, the 
reduction in forecasting error gained from using it is typically too small to 
be of great moment in a policy context. 
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The paper's principal conclusion, therefore, is to cast doubt on the prac- 
tice of designating specific financial variables as intermediate targets of 
monetary policy. To the extent that such targets are necessary for other 
reasons, however-for example, to facilitate Congressional oversight of 
the Federal Reserve's policy decisions-the strength of this conclusion var- 
ies from one potential intermediate target to another. Among the variables 
considered here, credit growth and the long-term interest rate appear to 
offer the best prospects of providing information that would be useful in 
formulating and implementing monetary policy. For example, when the 
direct operating instrument is growth of nonborrowed reserves and the ul- 
timate policy objective is stated in terms of nominal income, the reduction 
in forecast standard error associated with the information contained in 
credit growth is 0.18 percent. Even so, specific'results like this one for 
credit growth are not invariant to the assumed operating instrument and 
ultimate nonfinancial objective, nor to the assumed pattern of data avail- 
ability, so that any positive implications for the use of intermediate targets 
for monetary policy are at best highly conditional. 

Several further caveats about the findings reported here are also worth 
repeating. First, the analysis in this paper focuses only on the question of 
information contained in single financial variables. It therefore omits en- 
tirely the possibility that the movements of two (or more) such variables, in 
conjunction, may provide potentially valuable information not contained 
in either alone. Because the Federal Reserve currently specifies either tar- 
get ranges or monitoring ranges for four financial aggregates, this possibil- 
ity certainly bears investigation. Empirical findings along such lines would 
also have implications for the difficult question of how the Federal Reserve 
should respond when two of its designated target variables give conflicting 
signals. 

Second, it is important to re-emphasize that the appropriate monetary 
policy response to the information contained in unexpected movements of 
any designated financial variable is in general not to take actions that 
would return that variable to its previously expected path-that is, to treat 
it as an intermediate target in the traditional sense. Unless there is a one- 
for-one relationship between observed movements in the financial variable 
and likely future movements of the relevant aspects of nonfinancial eco- 
nomic activity, the appropriate policy response is instead to use the infor- 
mation that the financial variable provides by taking action expected to 
return not it but nonfinancial activity to the previously targeted path. 

Finally, the analysis reported here relies on an econometric model that is 
extremely compact and simple. The model apparently does a surprisingly 
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good job at capturing some of the main features of macroeconomic behav- 
ior, but it necessarily omits many more. The method of analysis suggestede 

in this paper for using a structural model to address questions for which 
the previous literature has relied on nonstructural models, however, is 
more general. The applications here to one small, simple model need be no 
more than an illustration. A parallel analysis based on a more powerful, 
and presumably more trustworthy, model would be a straightforward ex- 
tension of this research. 
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Commentary 

Stephen M. Goldfeeld 

This paper is a logical extension of some of Ben Friedman's valuable 
work in monetary economics. That work has several strands. First, it has 
clarified the nature of intermediate targeting and demonstrated that the 
&formational assumptions implicit in a two-stage targeting procedure can 
be extreme. Friedman has shown this theoretically and, using an early ver- 
sion of the Pirandello model appearing in the present paper, has quantita- 
tively evaluated the inefficiency in two-stage targeting. 

Given the importance of informational assumptions in this work, it is not 
surprisihg that a second related strand of Friedman's research has been to eval- 
uate the informational content of a broad range of financial variables. A basic 
approach in this regard has been to ask whether surprises or innovations in a 
particular financial variable or set of variables can contribute to an explana- 
tion of current or subsequent movements in variables like GNP and prices. It 
is based on this mearch that Friedman has become one of the leading advo- 
cates of the informational value of a credit variable. As Friedman has previ- 
ously emphasized, fmding an informational role for a financial variable does 
not mean that intermediate targeting on that variable is an optimal, or even a 
good, policy, since there may be many variables that provide information. Fur- 
thermore, as a third strand of Friedman's research has sought to demonstrate, 
the relationships among financial and nonfinancial variables may not exhibit 
the requisite temporal stability needed to justify the religious targeting on 
some financial variable. 

Taken as a whole, then, the various strands of Friedman's past research 
have cast considerable doubt on the merits of intermediate targeting. His 
present paper attempts to add another nail to the coffin. Not surprisingly, 
it bears a strong resemblance to some of Friedman's earlier research. There 
is, of course, a novel element in the paper, and this lies in the nature of the 
econometric technique used to provide the latest nail. However, despite its 
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novelty, I have serious reservations about the usefulness of the procedure. 
Indeed, to put it simply, I think it is unnecessary to use the procedure and 
dangerous to do so. Moreover, Friedman does not carry out the procedure 
in a way that it is consistent with the econometric model he presents. I will 
try to make the basis for these claims clear as we proceed. 

Friedman starts with the informal idea that intermediate targeting 
makes sense only if aberrant movements in the target variable tell you 
something that you don't know about the future course of the economy. 
He further takes the view that one tests this by looking at "surprises" in 
some likely target variable and seeing if these explain future surprises in 
GNP or real GNP or whatever. A key element in this is how one goes 
about defining surprises and how one carries out the relevant tests of sig- 
nificance. As Friedman points out, these questions have been traditionally 
examined by nonstructural methods. The earliest incarnation of this is the 
approach embodied in the so-called St. Louis equation. More recently, the 
technique of vector autoregression has been applied to these issues. 

In the present paper, Friedman adopts something of a mixed strategy, 
relying on a small structural econometric model but then using the model 
in a way that has some spiritual similarities to the vector autoregression 
approach. Quite obviously, the conclusions one is entitled to draw from 
this exercise depend on the reasonableness both of the model and of the 
procedure that uses the model to answer questions of interest. I will say a 
bit about the model later, but for the moment I want to concentrate on the 
novel Friedman procedure. Unfortunately, this involves a bit of notation. 

To begin with, let us focus on a case where there is one target variable 
denoted without much imagination by the symbol M and one goal varia- 
ble, y. The basic idea is first to decompose y and M into systematic and 
surprise components. This is done in equations (1) and (2) where e,, is the 
income surprise and eM, is the money surprise, and where the t-subscript 
denotes time. 

If one had values for the income and money surprises, one could then 
regress the income surprise on both lagged values of the money surprise 
and lagged values of itself. Friedman would then judge the informational 
value of the money variable by the contribution the lagged money sur- 
prises make to such a regression. 
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The problem, of course, is to get values for the surprises. Friedman sug- 
gests estimating a structural econometric model and then solving this 
model for the so-called final form that expresses the endogenous variables 
of the model as a function of all current and past values of the exogenous 
variables. The final form is then used to calculate the predicted values, 9, 
and M,. The surprises can then be calculated from equations (1) and (2), 
and these then can be used to evaluate the informational value of the 
money variable. 

While this two-step procedure sounds superficially plausible, upon 
closer examination it is not that appealing. It is easiest to see this if we 
consider the logic of the Friedman approach in a simplified setting. More 
specifically, let us consider a one-equation model in which we assume that 
y, is related to its past value and one exogenous variable x, as in 

For the moment, we also assume the parameters in equation (3) are 
known. By lagging equation (3) repeatedly and substituting for lagged y's 
on the right hand side, we can derive the final form of this model given by 

We see that the first term on the right hand side of (4) is a prediction of 
y, based on current and past values of the exogenous variable, so this is 
the needed 9,. By (I), the second term is the surprise denoted by e,. We 
then have 

as required. Furthermore, given the definition of e,, it is easy to verify that 

(6) e, = ae,-, + u,. 

We are now in a position to make some preliminary observations about the 
Friedman procedure in this simple setting. 

First we note that equation (6) is what Friedman would propose to esti- 
mate. But what we see is that (6) involves only one parameter of interest, a, 
and this parameter also appears in the underlying model, equation (3). Put 
another way, if we have (3), there is no need to do any second-step regres- 
sion to get (6); we can simply write it down. What this also suggests is that 
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there is a one-tome correspondence between the underlying model and the 
form of equation (6). As we shall see momentarily, this is true in general. 

Now, of course, even with a simplified model like (3), we will in general 
not know the parameters a priori, so one would have to estimate (3) to de- 
termine them. However, once having estimated (3) there is no reason to 
estimate (6), since we already have an estimate of the parameter, a. More- 
over, if one did choose to estimate (6) by least squares after estimating (3), 
one would not obtain an estimate of a with good statistical properties. Fur- 
thermore, the conventional tests of significances would not be applicable 
to this regression. In short, estimation of equation (6) is both redundant 
and fraught with statistical difficulties. 

Before turning to a more general model, it is worth making one addi- 
tional observation for this simple case. In particular, despite my disparag- 
ing remarks about estimating equation (6), in some cases it may be possible 
to learn something from its estimation. Consider, for example, the case 
when the true model is given by (3), but the investigator mistakenly as- 
sumes a is zero. If one goes through the Friedman procedure, one might 
well conclude that e,-, matters in explaining e,. One would then have a clue 
that one should reexamine the initial specification. In this case, the Fried- 
man procedure would function like a crude version of the Durbin-Watson 
test. The same sort of thing would be true if the misspecification involved 
omitting a second order lag from (3) that was then included in (6). More 
generally, misspecifying the dynamics of the initial model will have impli- 
cations for what looks important in (6). The message here, however, is that 
estimating the surprise equations is subject to yet another frailty-namely 
that it will be sensitive to the proper specification of the underlying model. 

Armed with this background, we can quickly move through the general 
case where we deal with a multi-equation structural econometric model. 
As we know, such a model implies a reduced-form model. This is, in fact, 
what equation (3) is and, by analogy with (3), we can write the reduced- 
form model as 

(7) Y, = AY,-, + HX, + v, 

where Y, now represents a vector of endogenous variables and A is a matrix 
of parameters rather then a single parameter as in (3). Some algebra also 
yields the generalizations of equations (4) to (6) which are implied by (7). 

In particular, we have 

(8) Yt = (HX, + AHX, + A2HXt-2 . . .) + (V, + AV,-] + A2Vt-2 + . . .) 
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which can be rewritten as 

Here E, represents a vector of surprises, one for each of the endogenous 
variables in the model. Finally, we can manipulate the definition of E, to 
obtain the generalization of (6) given by 

(10) E, = AE,-, + V,. 

A comparison of equations (7) and (10) reveals, as before, that there is a 
one-to-one correspondence between the model and the surprise equations, 
and that the latter involve the same parameters as does the original model. 

To illustrate the nature of (lo), it may help if we consider a specific exam- 
ple. The following two-equation model, which is hardly meant to be any- 
thing other than an algebraic example, will suffice. 

yt = ay,-~ + bM, + gM,-l + exogenous variables + u, 

M, = cy, + dMt-l + f ~ , - ~  + exogenous variables + u ~ ~ .  

While we have written this model in structural form (both endogenous var- 
iables, y, and M,, appear in each equation) and have not spelled out the 
exogenous variables, this information is sufficient to derive the equations 
for the income surprise: 

Equation (11) is the equation of interest in the Friedman procedure that 
is consistent with the initial model. Straightforwardly enough, it says that 
the lagged money surprise will help explain the income surprise whenever 
g is nonzero (M,-l affects y, directly) orb and d are nonzero (M,-l affects M, 
which, in turn, affects yJ. 

What this brings out is the important point that all the substantive 
questions of interest about the informational content of a potential tar- 
get variable are contained in the original model. In order to answer the 
kinds of questions that interest Friedman, one needs only to estimate 
the original model and then carry out the appropriate tests of signifi- 
cance based on the estimates. One could, for example, test hypotheses 
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about the coefficients in equation (1 1) from the estimates of the basic model. 
Moreover, because of the statistical difficulties alluded to earlier, estimation of 
(10) or (1 l), after one has fist estimated the model, is a statistically invalid way 
of drawing the sorts of inferences that are at issue. In short, there is no need to 
use the Friedman p d u r e  and many reasons not to. 

Equations (10) and (11) also bring out another troublesome aspect of the 
Friedman procedure. As already emphasized, the form of these equations 
is implied by the underlying model. In general, this means that the income 
surprise equations should include the lagged surprises for all the endoge- 
nous variables in the model. Moreover, whether one includes first- or 
second- or third- order lags of these variables is determined solely by the lag 
structure of the original model. In estimating his surprise equations, Fried- 
man violates both of these principles. More particularly, he includes lags of 
only two variables, whereas he has a six-equation model. Furthermore, he 
carries out his procedure with varying lag lengths, ignoring the fact that 
this sort of arbitrariness is ruled out by his own model. 

Although my main concern is with the logic of the basic Friedman ap- 
proach, as noted earlier, the reliability of the underlying model is also a 
potential issue. One feature of the model that deserves note is the appar- 
ently rather slow response of the money supply to an injection of reserves. 
Indeed, the actual magnitudes involved seem quite implausible, suggesting 
there may be some difficulty in using the model to evaluate monetary pol- 
icy. A related issue concerns the choice of the exogenous policy variable. 
The model is estimated with either the short-term interest rate or nonbor- 
rowed reserves as an exogenous variable. The appropriate choice may not 
be either one or the other and should depend on what policies were pur- 
sued in the sample history. 

Model details aside, there are also some issues of timing implicit in the 
Friedman paper that are worthy of note. The time unit of the basic analy- 
sis is quarterly, but data on reserves and money are available almost contin- 
uously. Since the Fed probably finds it hard to sit on its hands in the face of 
what appears to be new information, some realistic aspects of targeting 
may be lost with a quarterly focus. By using the latest revised data, another 
practical element in targeting is brushed aside. In particular, since there are 
often substantial revisions in money and GNP data, to evaluate targeting 
in a realistic way may require use of initial estimates of these variables. To 
paraphrase the words of Senator Howard Baker at the time of Watergate, 
we may need to ask, "What did you know and when did you know it?" 
Finally, there is a somewhat extreme timing aspect to the way Friedman 
chose to define his surprises. In particular, by use of the final form of his 
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model, the surprise is defined relative to a prediction based only on current 
and past values of exogenous variables. That is, no past values of the en- 
dogenous variables are used in making the predictions. While it is possible 
for someone to forecast in this way, it seems an unlikely description of any 
realistic forecast. As a consequence, the surprises implied by this proce- 
dure may be of limited interest. 

Overall, then, while I have considerable sympathy with Friedman's 
punch line on the shortcomings of intermediate targeting, I am not per- 
suaded that the evidence provided by his two-step procedure is of much 
value. Rather, it seems to me that Friedman needs to state precisely the 
hypotheses that he is interested in. These hypotheses could then be tested 
by estimates obtained from his structural model. While it might be possible 
to argue that Friedman's two-step procedure provides an approximation to 
the correct procedure, in view of the potentially serious statistical difficul- 
ties with his estimated surprise equations, it is his burden to make this case 
with some evidence. 





Overview 

James Tobin 

Here we go again! This conference continues the chronic debate among 
economists and central bankers on fundamental issues of monetary policy: 
on the goals, capabilities, strategy, and tactics of demand management, on 
what we have or should have learned from the 1980s, the 1970s, and in- 
deed the whole postwar period. The issues are familiar: rules versus discre- 
tion in policymaking; reactive versus fixed settings of instruments and 
targets; the importance, feasibility, and requisites of credibility of an- 
nounced policies; the choice of instruments and targets; the 
unemploymentlprice tradeoff menu over short and long runs; the values 
to be placed on the choices offered. 

Several papers by guest economists give the central bank hosts quite a beat- 
ing. The Fed is accused of 'time inconsistencf specifically over- 
accommodating inflationary shocks and pressures in the short run, sacrificing 
its long-run goals and credibility to political expediency. These economists per- 
ceive the central bank's tasks and choices to be much simpler than the Fed 
itself has viewed them. Martin, Burns, Volcker, et al. will with some justice 
detect Monday-morning quarterbacking in these criticisms. 

Logical program but uncompleted synthesis. The choice and order of 
the topics speak well for the logical thinking of the economists who orga- 
nized the program. On the first morning we heard about the causes of in- 
flation, then about its costs to society, and finally about the costs in 
unemployment of avoiding inflation. Our second session concerned how 
to conduct monetary policy so as to achieve price stability, at least in the 
long run, with minimum unemployment cost. Bob Hall used one of econo- 
mists' favorite expository graphs, displaying a frontier of feasible choices of 
the two "bad$' unemployment and inflation. From Fischer's paper we 
might perhaps distill a social indifference map to show us how to find the 
optimal choice within Hall's tradeoff menu. 
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Perhaps to the disappointment but hardly to the surprise of the organiz- 
ers, so satisfying a synthesis did not quite jell. The separate pieces, a for- 
tiori the discussion, meshed imperfectly. For example, most participants 
dissented fmm the optimistic monetarist views of Mishkin and McCallum 
on the causes of inflation and the unemployment costs of disinflation. 
But the critics did not agree with each other. Fair, Hall, and Gordon 
would all draw the feasible frontier differently, and they would not even 
use the same axes. Fischer's paper gave only qualified support to Hall's 
view, apparently shared by Mishkin and McCallum, that zero inflation is 
a desirable, as well as feasible, long-run goal. Pragmatic discussants like 
Nordhaus, Gordon, and Blinder would gladly settle for fairly stable 
single-digit inflation. 

Forward commitments in monetary policy: the issues. Much of the de- 
bate at this symposium concerned the possibility and desirability of ad- 
vance commitments in monetary policymaking. As a guide to this debate, 
I would distinguish several of its dimensions: 

How permanent should numerically specific commitments be? For- 
ever, e.g., 3 percent per year growth in something for all time? Or 
periodically reconsidered and changed, like the Fed's targets for the 
aggregates? 
In what time series should commitments be expressed? Macroeco- 
nomic goal variables like unemployment, real GNP, prices, and infla- 
tion? Intermediate monetary and financial indicators like the 
monetary aggregates, credit, or interest rates? Instruments directly 
under central bank control, its balance sheet, its discount rate, or the 
federal funds rate? Magnitudes almost directly controllable, total or 
unborrowed reserves, or the monetary base? 
What role, if any, should actual observations and forecasts play in 
determining the actions to which the policymakers are committed? 
Should policy be blind to new information, on the,grounds that de- 
termined disregard of current events and outlooks contributes to 
credibility? Or should policy respond to such information in pre- 
announced ways? Or should policymakers retain discretion to cope 
with unforeseen, perhaps unforeseeable, circumstances? 
Should the objectives, strategies, and tactics of the central bank be 
explicitly and promptly announced? Or does judicious use of confu- 
sion help monetary policy achieve its social goals? 
What should be the constitutional status and political responsibility 
of the monetary authorities? Independent, or answerable to the exec- 
utive or the legislature? 
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Rules versus discretion. Three papers-by McCallum, Mishkin, and 
Hall-advocate rules, imposed or self-imposed, well publicized and un- 
derstandable, numerically definite, and permanently binding. McCal- 
lum and Mishkin seem to prefer non-responsive rules, blind to observed 
outcomes and forecasts; anyway they see no advantage in reactive poli- 
cies. Their reasons are mainly apriori theoretical rather than empirical. 
Hall, however, sees great superiority in a reactive rule. His "elastic price 
standardn is a very interesting suggestion, ingeniously documented by 
30 years of macrodata-altogether a refreshing contribution to this 
well-worn subject. 

Targets and instruments. This overviewer was gratified to find in the pa- 
pers by Ben Friedman and Hall such emphatic recognition that operating 
instruments must somewhere in policy strategy and tactics be related to 
goal variables of ultimate value. Friedman shows, not for the first time, the 
virtual uselessness and irrelevance of intermediate monetary aggregates as 
targets. The aggregates have no objective importance and carry little infor- . 

mation not otherwise available; yet they, just like variables of macroeco- 
nomic importance, can be controlled only indirectly, by reactive 
manipulations of instruments. In glossing over this fact, McCallum and 
Mishkin illustrate Friedman's complaint that economists facilely and falla- 
ciously assume that the M's of their simple models are directly controllable 
or that actual central bank instruments have all the properties of those 
model M's. Our profession seems to be reaching consensus and clarity on 
these points. So perhaps the grip of mechanical monetary-aggregate mone- 
tarism on policymakers, politicians, journalists, and markets, which has 
already been loosened, will at last be broken. 

The substitution of nominal GNP-or even better, Bob Gordon's candi- 
date, final sales-for monetary aggregates would be an improvement, be- 
cause it would allow the Fed to offset velocity shocks without risking 
credibility. (If cosmetics would smooth the transition, the new targets 
could be called "velocity-adjusted aggregates.") But Hall's results show that 
a permanent rule fixing numerically the target path of nominal income 
could be a harsh recipe for handling OPEC and other price shocks. It man- 
dates a 1 percent loss of annual output for every 1 percent excess of price 
index over target. A more accommodative response, followed by tighten- 
ing gradually to remove the price bulge, seems indicated by Hall's simula- 
tions. Of course, nominal income could be used, like the aggregates now, as 
a periodically changeable numerical target. For example, each annual ap- 
plication of Hall's elastic-standard policy could be expressed and an- 
nounced as a nominal income, or final sales, target for a year ahead. 
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Reactive rules as discretion. A permanent numerical rule for any nomi- 
nal quantity, instrument or target, will in this overviewer's view some day 
become intolerably disastrous, with probability approaching one, because 
of big or cumulative shocks. This is true of the monetary base, M1, credit, 
nominal GNP, what have you. Even a permanent reactive rule, like Hall's 
formula, can get into trouble. It is as hard to specify in advance policyma- 
ker's responses to all contingencies as it is to write those Arrow-Debreu 
contracts so beloved of economic theorists. Some hawks condemn Volcker 
for 'blinking" when the going got tough in the summer of 1982. I agree 
with Bill Nordhaus that the Fed's announced policy of October 1979 did 
not-could not-say what the Fed would do in case of Third World debt 
crises, big negative velocity shocks, and domestic financial troubles. I 
agree with Alan Blinder that economists' conceptions of commitments to 
complex feedback rules are allegorical or stylized descriptions of 'discre- 
tion." My personal view is that the Fed has to have discretion to deal with 
contingencies, like those of 1982, within its general commitment to macro- 
economic goals shared with Congress and the Administration. 

Credibility. There is something in the idea, but in my opinion less than 
McCallum and Mishkin think. There is something in it when the message 
gets thfough-not just to the financial community, a skeptical audience 
obsessed with credibility, but to business managers, workers, and unions 
who actually decide or negotiate prices and wages. As Dr. Schlesinger's 
informative address reminds us, the German authorities aim at the critical 
audience. When the Bundesbank tells management and union leaders the 
implications of its monetary policy for the year, it is carrying out simulta- 
neously a 'credible-threat" policy and an 'incomes policy." 

In the decentralized wage- and price-setting institutions of the U.S. and 
U.K., threats by Volcker and Thatcher seem to have brought little or no 
amelioration of the time and cost of disinflation. Threats to everybody in 
general but to nobody in particular are evidently not very effective. 
McCallum, like other partisans of 'credible-threat" strategy, says that strat- 
egy wasn't really tried. Well, we never have perfect experiments in macro- 
economics. Blinder's quotation from a previous symposium somehow 
struck me as right on the mark! Policymakers in a representative democ- 
racy can never tie their own and their successors' hands as securely as the 
advocates of permanent rules would like. Economists who would engrave 
their concepts and numbers in the Constitution 'have a lot more confi- 
dence in the stability of economic structure and in their understanding of 
it than history justifies. 
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Monday morning quarterbacking. A theme common to McCallum, 
Mishkin, and Hall is that the United States could easily have enjoyed a 
much better price or inflation record, along with an unemployment record 
as good or even better. For the first two of these authors, this is deemed an 
obvious truth. Greatly to his credit, Hall seeks to demonstrate it empiri- 
cally. 

Most likely we could have done better, but there are several reasons to 
believe that even Hall overstates the case: 

1) Note that Hall's own simulations make unemployment no lower, gen- 
erally higher, under his rules than actual unemployment every year 
before 1979, except 1975 under the 'dove" policy-as nearly as I can 
tell from his Figure 5. The improved outcomes come mostly since 
1979. Hall's simulations say that we recently suffered much too high 
unemployment for the disinflation achieved. 

2) Hall assumes that policymakers like William McChesney Martin 
could have known in the 1950s and 1960s what Hall knows now from 
a structure estimated on data through 1983. Hall knows, for example, 
that the "natural rate of unemployment" has been 6 percent all along, 
but no observations available to Martin or Burns or Heller told them 
that. Shouldn't Hall have calculated his simulations from 'rolling" re- 
gressions and forecasts, using no data not available to policymakers 
each year? Moreover, uncertainty and fluctuation of the level of the 
'natural rate" are surely major problems in demand management, 
omitted from Hall's model. 

3) Hall plots in Figure 7 actual results far above his variance frontier. 
The price variance is greatly exaggerated by taking it around its mean 
rather than its trend. Given that Hall's preference for price stability 
over inflation stability rests on his concern for fairness to long-run 
nominal savers, the measure he should use is the variance of the ex 
post real long interest rate. 

4) The sharp price deflations in Hall's simulations may be harder to 
achieve and more devastating to aggregate demand than the model, 
estimated without such observations, contemplates. We cannot be 
sure the short-run Phillips curve does not become very flat at zero 
growth of nominal wages. 

5) Actual inflation, especially bulges that accompany OPEC-like shocks to 
real wages and profits, may leave in their wake more upward wage and 
price pressures that Hall's Phillips curve allows. He optimistically as- 
sumes that public confidence in his policy would wipe the terms for ex- 
pectational and institutional inertia out of his wage and price equations. 
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6) I strongly suspect that errors of monetary control and forecast are big- 
ger than those of Hall's model, and I just cannot follow his argument 
that we need not worry about the precision of the relation of the Fed's 
instruments to aggregate demand and prices because the "black 
boxes" of the forecasting profession will handle the problem. 

Tradeoffmenu. The orthodox view that there is no tradeoff to policy in 
the long run is, I gather, accepted by all authors but Fair. McCallum and 
Mishkin think that the long run is pretty short. Fair challenges orthodoxy; 
he says he has found a long-run tradeoff. It seems, however, to be between 
price level and unemployment, rather than between inflation and unem- 
ployment. 

Fair's tradeoff seems to be the upward slope of the conventional aggre- 
gate supply curve, used in Mishkin's diagrams. Evidently the Fair Model 
(No. 1 in his paper)-although it has price inertia from the inclusion of 
lagged wages and prices in his equations-has no built-in inflation inertia. 
That is, the contractual, institutional, and expectational lags in wage and 
price formation would not prevent the rate of price increase from subsiding 
even at low maintained rates of unemployment. Evidently the model has 
no steady state with an inflation rate other than that consistent with the 
time trend in the money wage equation, a price inflation rate that will vary 
inversely with the productivity trend. In the Fair model, above-trend infla- 
tion occurs while the price level is adjusting to shocks or policies; when 
adjustment is complete, it stops. 

Fair may have shown the econometric superiority of his model over the 
two opponents he sets up. I do not see what this demonstration implies 
about the existence or duration of a Phillips tradeoff. While I concur with 
Fair's preference for a structural approach to wages and prices, I find it 
hard to believe that the mechanisms of inflation inertia and expectations 
have not changed over the sample period, and hard to accept a 'natural" 
inflation rate determined by an unexplained trend in nominal wages. 

Mishkin proclaims the truth-in all macro theories--of Milton Fried- 
man's dictum that inflation is always and everywhere a monetary phenom- 
enon. Well, who could doubt it? Inflation is by definition a general rise in 
commodity prices in terms of the monetary unit. A rise in MVlQ is tauto- 
logically a rise in I? 

The famous dictum may be a useful antidote to the naivete or willful 
blindness of many politicians and some economists. In small open econo- 
mies with underdeveloped securities markets, government deficits are au- 
tomatically monetized. They depreciate the exchange rate and generate 
domestic inflation, often hyperinflation. The malady is jointly fiscal and 
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monetary. This is not a description of the inflation problem in the United 
States. Here, unguarded repetition of the dictum too often conveys the 
message that inflation is easy to prevent and to cure, if only politicians and 
central bankers would be resolute and farsighted. 

That message is terribly misleading. All serious macroeconomists agree 
that monetary policies and quantities have important effects on aggregate 
demand. They do not all agree, as this symposium illustrates, that mone- 
tary policies and events affect solely prices and have no effects on output 
and employment. That inflation is a monetary phenomenon does not ex- 
clude wage- and price-setting institutions as additional 'causes" of infla- 
tion, in that they impose severe real costs as side effects of monetary 
anti-inflationary medicine. As Nordhaus pointed out, the shape of the 
"AS" curve, shifted as it frequently is by supply shocks, depends on the 
degree of monetary accommodation. That degree has been the big policy 
issue of recent years, and the critical issue of this conference. Reminding 
us of Friedman's aphorism contributes nothing to its resolution. 

The social value of price stability. Fischer provides an updated cata- 
logue of the costs of inflation. Its relation to the other papers is to guide the 
assignment of social values to price stability and high employment, to help 
us draw indifference curves tangent to policy frontiers. Fischer points out 
how the costs of inflation depend on society's institutions-tax laws, inter- 
est ceilings, indexations-and their adaptability. Of course, changing 
some of these institutions would also, by making prices more or less vola- 
tile, for example, alter a Hall or Taylor variance frontier. 

When Fischer and other authors list or estimate 'costs of inflation," I 
wish they would more consistently tie them to actual feasible policy 
choices. When inflation is a joint product of other disasters, it should not 
be charged with the unavoidable costs of those disasters. It should be 
charged only with the extra costs, if any, attributable to handling them in 
an inflationary way. The Weimar republic had to pay reparations, and we 
had to pay tribute to OPEC. These were not 'costs of inflation." Confusion 
on this point, along with failure to understand that inflation raises the in- 
comes you receive as well as the prices you pay, may be sources of popular 
anti-inflation sentiment. Fischer's costs are not in aggregate enough to ex- 
plain their strength. 

Certainly the 'money triangle" is not the source of popular passion. As 
Shiller remarked, Fischer did not point out here, though he has done so 
elsewhere, that depriving the Treasury of seignorage would necessitate 
additional explicit taxes, with their own distortionary costs. This would be 
true whether the loss of seignorage resulted from price stability or 
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deflation, or from paying interest on base money. The latter is therefore 
not such a cheap way of countering 'shoe leather costs: as Fischer's 
present paper seems to say. 

Hall bypasses cost-benefit analysis of inflation. He just wants a constant 
yardstick. The yard is a stable measure of distance, and the dollar should 
be a stable measure of purchasing power. The analogy is defective, espe- 
cially for long periods of time, because of all the index number problems 
that economists know about but prefer to forget. The strongest argument 
for price stability is that it provides a safe vehicle for accumulation of pur- 
chasing power. This can probably be better done by adding indexed bonds, 
entailing some sacrifice of expected return for the reduction of risk, to the 
menu of financial assets, rather than by making price stability a requisite 
of macroeconomic policy. Wholesale indexation, however, is another mat- 
ter. It would substitute a new yardstick for our present monetary unit, and 
all our difficult problems would recur in a different and perhaps even less 
tractable form. Real wage stickiness would probably be worse than nomi- 
nal wage inertia. 

Most of the personal disappointments of economic life are due to devia- 
tions of relative wages and prices from expectation. Relative price move- 
ments are inevitable byproducts of economic change and technological 
progress; sometimes acceptance of their consequences for the overall price 
level facilitates adjustment. Some nominal anchor to the price system is 
needed, no doubt. But it is better provided, as both Schlesinger and Fischer 
stressed, by the reputation of the macroeconomic policymakers, earned 
through experience, for responsible and judicious use of their discretion, 
than by formal commitments to rules. 



Overview 

Allan H. Meltzer 

My assignment is to give an overview of the principal issues raised at 
this conference on price stability and the contributions of the individual 
papers to these issues. The principal issues have been the choice between 
rules and discretion in setting the path for a return to price stability and the 
preferred type of rule if discretionary actions are avoided. These issues 
bring to the fore the role of anticipations and the related issue of credibility, 
since the costs of returning to price stability are almost certainly lower if 
the return is anticipated and if policy actions are perceived as consistent 
with the goal of stable prices. I 

The issue of rules versus discretion is an old one. Policymakers, or their 
staffs, are inclined to dismiss rules casually by arguing that judgment is 
superior to a rule requiring constant money growth if there are shifts in the 
demand for money. This argument does not do justice to the analytic is- 
sues, and it fails to consider the type of monetary arrangements recom- 
mended in much of the recent academic literature on the subject. 

My interest in monetary arrangements began 20 years ago when Karl 
Brunner and I analyzed the working of the Federal Reserve System and 
proposed changes for the House Banking Committee (Brunner & Meltzer 
[1964]). At the time, discretionary policy consisted of choosing a level 
of free reserves-member bank excess reserves minus member bank 
borrowing-every three weeks. The U.S. was on the Bretton Woods stand- 
ard. In practice, as everyone eventually learned, this standard did not 
restrict monetary policy or maintain price stability. Despite their commit- 
ment to fixed exchange rates and a fixed gold price, the Federal Reserve 
retained discretion, and it permitted the rate of money growth to be deter- 
mined by its choice of the level of short-term interest rates or free reserves. 
Principal responsibility for the fixed dollar exchange rate was left to other 
countries. Most chose to maintain fixed exchange rates, so the 
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discretionary policy decisions in the United States produced inflation in all 
the principal economies of the world. Although we did not forecast this 
outcome, we urged the Federal Reserve and Congress to change their pro- 
cedures by adopting a monetary rule, and by permitting exchange rates to 
fluctuate if necessary to maintain the proposed rule. 

The particular rule we chose called on the Federal Reserve to set the 
growth rate of the monetary base once every six months so as to achieve 
that rate of money growth consistent with the goals of the Employment 
Act of 1946. These goals are maximum employment consistent with price 
stability. We rejected, explicitly, the idea of setting the growth rate of the 
base once and for all (Ibid., p. 85). In today's jargon, we favored a contin- 
gent rule specified in terms of the growth rate of the monetary base. We 
proposed that the growth rate of money (M 1) be used as an indicator of the 
future effects of monetary policy. To facilitate implementation of the pro- 
posed rule and to reduce variability, we recommended several changes in 
operating procedures. 

Our choice of the particular rule was based then, as it would be now, on 
a judgment about the comparative costs of activism and passivity. In the 
choice of monetary rules, as in other activities, there are type one and type 
two errors. Central banks typically err on the side of activism, but they can 
remain too passive, as they did in the 1930s when the Federal Reserve re- 
mained inactive despite the collapse of the monetary system and its own 
forecasts of widespread banking failures. Or, to choose a more recent exam- 
ple, foreign central banks' policies remained too passive in the 1960s when 
faced with inflation emanating from the United States. And the Federal 
Reserve did little to stop the inflation caused by its policy of interest rate 
control. 

The papers at these sessions, and many of the discussions, show a rising 
interest within the academic profession in a policy rule. The type of policy 
rule that has attracted much interest does not require the central bank to 
close its doors. Rather, the central bank would adopt what Bennett McCal- 
lum has called an activist but non-discretionary policy rule. McCallum's 
paper in this volume proposes one type of rule. Robert Hall proposes an- 
other. Frederic Mishkin favors McCallum's (1984) rule. And I regard the 
McCallum rule as within the spirit of both our 1964 recommendation and 
the recent version I have offered elsewhere (Meltzer, [1983]). 

1. Some prefer the term 'intermediate target" in place of 'indi~ator,~ The two are not the 
same. An indicator in our terminology gives current information about future values of vari- 
ables like GNF! 
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There is, of course, no unanimity about rules either in the profession or 
in the papers. Ray Fair's paper favors, even urges, discretionary policies 
that seek to lower unemployment by increasing inflation or, in his model, 
by raising the price level. Benjamin Friedman's paper does not directly ad- 
dress the issue or comment on his preferred means of returning to price 
stability, but he appears to favor the use of an econometric model to fore- 
cast GNP growth, inflation, and other variables, and to use the model's 
forecasts to set targets for real income growth and inflation. He is critical of 
central banks' use of targets for growth of monetary aggregates and their 
occasional attempt to offset deviations from the announced targets, so he 
is unlikely to favor a monetary rule. 

The Fair and Friedman papers are flawed, however. Fair concludes from 
estimation over a particular sample period that there is a potential tradeoff 
between real and nominal values. I thought the main issue between natu- 
ral rate theorists and others was about whether there is an exploitable 
tradeoff-whether reductions in unemployment today are bought at the 
cost of higher unemployment tomorrow. Or, to put the same point in an- 
other way, I thought the issue was, and is, whether the average rate of un- 
employment can be lowered permanently and repeatedly by raising the 
rate of inflation. Natural-rate theorists do not have to deny that a tradeoff 
can be estimated for a particular sample period using a particular set of 
equations. The issue as I understand it is whether a model like Fair's prefer- 
red model can produce and reproduce the estimated tradeoff in repeated 
trials.* What an econometrician sees when he looks back after the event 
may be the result of statistical illusion, resulting from a large permanent 
change during a particular sample as in Brunner, Cukierman, and Meltzer 
(1981) or from non-linearities, misspecifications, etc. The fact that a tra- 
deoff can be found in some sample period does not imply that policy can 
fool most of the people all of the time, or even most of the time, as Fair 
proposes to do. 

A problem with Friedman's paper is that his model is misspecified. The 
real demand for goods and services depends on the nominal rate of interest 
and the nominal price of  import^.^ One of Friedman's claims is that he 
obtains his evidence from a structural model. This claim loses its force 

2. Fair's use of levels of prices and output raises an issue about the stationarity of the esti- 
mates and the reliability of the findings. Meese and Singleton (1982) show the relevance of 
stationarity for tests of exchange rates. Also, his paper continues the indefensible tradition of 
computing tradeoffs between endogenous variables, one of which is assumed to be fixed. 

3. Friedman refers to the import price as the terms of trade. This requires constant export 
prices. Other comments on the Fair and Friedman papers are in later sections. 
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when the model is seriously flawed. A principal result-the information 
he finds in long-term interest rates-reflects the improper specification. 
Further, Friedman's estimates suggest that a fall in nominal import prices 
raises real output, and a rise in nominal interest rates lowers real spending. 
These estimates imply that there is money illusion in the aggregate de- 
mand equation. This does not establish that his conclusions are wrong, but 
they are suspect and cannot be accepted as evidence for, or against, mone- 
tary targets or monetary rules. 

Hall emphasizes that, relative to an 'activist" rule, discretionary policy 
has increased price variability and average inflation and unemployment in 
the past. Stanley Fischer's paper summarizes some of the costs of inflation 
and, as in Fischer (1981), he includes costs that could in principle be 
avoided by changing institutional arrangements, tax systems, depreciation 
rules, and the like. 

Fischer's paper raises the type of question that must confront anyone 
who urges changes in policy arrangements. There is a long tradition in eco- 
nomics, going back at least to Adam Smith, of recommending policies or 
policy actions. Disregard of many of the recommendations has a tradition 
that is at least as old. A major problem for economists, and other social 
scientists, is to explain the persistence of the apparently large departures 
from optimality, noted by Fischer and emphasized by Hall. This is a major 
issue in political economy or public choice to which I return. 

The rest of my discussion is divided into three parts. The following section 
discusses some differences in proposed activist, nondiscretionary policy rules. 
The next section proposes a specific rule and compam its properties to some 
rules proposed at this conference. The rules proposed at the conference, as 
well as the discretionary policies, neglect effects on the exchange rate and on 
the rest of the world. These are major omissions, as recent experience empha- 
sizes. An older tradition treats the choice of policy rules as a choice between 
stability of internal and external prices or between domestic prices and ex- 
change rates. I attempt to harmonize the two. 

History does not suggest that any of the proposals are likely to be 
adopted. The final section considers some political economy aspects that 
are too often neglected in discussions of this kind. 

Some differences in types of policy rules 

A principal reason for adopting a policy rule is to provide information 
about the future and thus enable people and firms to plan more reliably. 
My major criticism of the current policy regime-discretionary policy 
with pre-announced monetary growth rates and fluctuating exchange 
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rates-is that this regime increases uncertainty about future inflation, effec- 
' 

tive tax rates, and other variables requkd for long-term planning. No one can 
have much confidence, as he looks ahead, about whether inflation in any 
country will be between zero and 25 percent, the approximate range of infla- 
tion rates observed in developed, democratic countries during the past dec- 
a ~ l e . ~  This is costly and far from optimal, as several of the papers note. 

My criticism is that discretionary policies fail to provide a predictable 
path for money and do not restrict governments to a path leading to (aver- 
age) price stability. It is not intended as a criticism of fluctuating exchange 
rates. Nor is it a criticism of pre-announced monetary targets. These tar- 
gets, and the relation of actual to announced money growth, provide use- 
ful information that helps people to improve their forecasts. 

The contrary evidence in Friedman's paper in this volume does not 
strike me as compelling given the resources invested in central bank watch- 
ing, the care with which money growth rates are studied by market partici- 
pants, the considerable evidence on the relation between maintained 
average rates of inflation and maintained average rates of money growth, 
and the flaws in Friedman's paper emphasized in Goldfeld's comment, as 
well as those noted in the previous section. The evidence in the Fischer 
and Mishkin papers reminds us again that even if four quarters of money 
growth make no contribution to autoregressive forecasts of next quarter's 
GNP growth, sustained, high money growth produces inflati~n.~ 

Reduction in uncertainty will not be achieved by removing information 
from the public. What is required is not less information but more informa- 
tion and more reliable, more credible information about future monetary 
policy. A credible rule can contribute to the reduction in uncertainty about 
future nominal income, prices, and inflation, as McCallumYs paper points 
out, but all rules are not the same. 

A useful distinction is between rules that depend on prospective instead 
of retrospective information-between contingent rules that tie action to 
forecasts of future events and contingent rules that depend on past per- 
formance. Reliance on forecasts means that errors of forecast affect policy 
actions. 

Hall's proposal is most explicit. He urges the Federal Resene to adjust 
money growth each month based on quarterly forecasts of unemployment 

4. The chart in Mishkin's paper shows these data. 
5. Many forecasters use three-year (or longer) moving averages of money growth to forecast 

inflation. Friedman's Table 5 suggests that some of the effects of money growth show up 
within one quarter. 
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and price changes for the next two years, and he recommends a particular 
social contract. Deviations of forecast unemployment from the natural 
rate have eight times the weight assigned to deviations of the predicted 
price level from the level consistent with price stability. Errors of forecast 
for the unemployment rate, therefore, have a magnified effect on policy: 
Overestimates of future unemployment require greater monetary expan- 
sion; underestimates of future unemployment result in slow monetary 
growth. Hall's simulations have errors of forecast implied by Taylor's (1980) 
model with a particular lag structure. In practice, his proposal is very un- 
likely to generate the relatively stable paths shown in his simulations. In 
fact, if the lags are variable, errors of forecast for unemployment may be 
relatively large. In this case, monthly adjustments of money growth can 
produce greater variability in prices and unemployment than present dis- 
cretionary policies. I do not claim that Hall's procedure would, in fact, 
have this result. We simply do not know, and Hall's paper does not give any 
information on which to base an answer. 

The broader issue is whether to rely on forecastsat all, and if so, whether 
to rely on near-term or longer-term forecasts. A related issue is how fast 
policy action adjusts to deviations of forecasts from desired levels or rates 
of change. Hall, Friedman, and Fair either explicitly or implicitly want 
policy actions to depend on forecasts, but they differ about how far policy- 
makers should look ahead. Hall's rule, as already noted, requires policyma- 
kers to adjust money to monthly changes in forecasts. Fair and Friedman 
do not discuss this issue. McCallum's proposal, favored also by Mishkin, 
and mine (Meltzer [1983]), repeated below, require policymakers to ignore 
forecasts and respond only to observables. 

Available data can be used to judge the issue. McNees (1981) gives sev- 
eral measures of errors of forecast by forecast horizon for 16 separate fore- 
casters from 1976 to 1980. The average absolute error for 16 forecasts of 
the growth of real GNP made during the same quarter is 2.7 percent. 
Eight forecasts made after the middle of the quarter are only slightly more 
accurate. Their error is 2.4 percent. These errors of forecast help to explain 
why rapid response to short-term deviations in real variables can increase 
instability. For one-year forecasts the errors are smaller, but not small rela- 
tive to the average growth rate. The mean error of forecast for real growth 
made four quarters ahead is 1 percent for the same five-year period. For 
inflation, the mean errors are about 1 percent, also, for the same period. 

Webb (1983) reports similar findings. He computed median errors of 
forecast from a large sample of forecasts, for the year 1971 to 1982, made 
using different forecasting techniques. For both real growth and inflation 
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four quarters ahead, the averages of the median errors for the twelve years 
are the same, 1.7 For the shorter period most closely correspond- 
ing to the McNees data, the average of the annual median errors is 0.8 
percent for real growth and 1.3 percent for inflation. Errors in excess of 4 
percent were made in some years. Friedman's Table 2 shows that errors in 
excess of *2  percent in forecasts of nominal income growth one year 
ahead are likely to be common. 

Either a rule or discretionary policy based on forecasts is capable of pro- 
ducing errors that are a large fraction of the annual change. A recent paper 
by Bomhoff (1982) shows that, for time series models, one source of this 
error is the change in the parameters of the models used to make forecasts. 
Bomhoff uses a multi-state Kalman filter to forecast levels of aggregate 
variables. Errors arise from three types of disturbances. There are perma- 
nent changes in rates of change, permanent changes in level, and transi- 
tory changes in level. 

If all errors are of the third kind-transitory changes in level-errors of 
forecasts are independent of the length of the forecast period. On the other 
hand, if all errors are transitory and are not known until after data become 
available, the optimal policy is a do-nothing policy. The reason is clear. The 
expectation for every period is a constant level. If prices conformed to this 
model-which is to say that monetary and real changes never changed the 
expected price level-the price level would be stable, and the problem of 
achievingprice stability would be simpler. 

At the opposite extreme, all changes are permanent changes in rates of 
change. The proper response to a permanent change is to adjust as soon as 
the change is known reliably. An example, to which I return later, is a per- 
manent change in the growth rate of productivity and real income. A pol- 
icy of price stability requires a corresponding, permanent change in the 
growth rate of money. If there is uncertainty about the timing of changes 
in productivity growth, forecasts of both the future price level and the rate 
of price change are uncertain. 

A rule (or discretionary policy) that relies on forecasts can mistake tran- 
sitory errors for permanent changes. When this occurs, policy is exces- 
sively active not only because the mistaken response to transitory shocks 
introduces excess variability, but because changes in money are likely to 
induce some short-term changes in real variables. The opposite error is ex- 
cessive passivity. Permanent shocks to productivity growth are treated as 
transitory changes in level. The policy rule restricts policy to a slow re- 
sponse, so prices vary more than the ideal that would be achieved if shocks 
could be properly identified as they occur. 
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The problem is no different in principle from the problem that arises 
when policymakers rely on a particular model or Phillips curve as pro- 
posed by Fair, Hall, and Friedman. The lag structure depends on the rela- 
tive variance of the permanent and transitory components of shocks, as 
in Muth (1960). When these variances change, lags change, and forecasts 
go awry. 

Forecasts using time series models face the same type of problem. The 
parameters of forecasts that rely on past values of aggregate data are sub- 
ject to change. Bomhoff (1982) used a moving average process to study the 
distribution of shocks to money and other variables in six countries. He 
found that shifts in the distribution of shocks are relatively large at times. 
Meltzer (1984) compared the distribution of shocks and the variance of 
forecast errors under six different monetary regimes and found relatively 
large changes within a particular regime and across regimes6 These stud- 
ies and the forecast errors reported by McNees (1981) and Webb (1983) 
give little reason to expect that a rule that responds to forecasts of future 
events is likely to produce the type of improvement that Hall expects. 

Hall defines price stability as a constant realized value of the price level 
and proposes to reverse all changes that cause the price level to differ from 
its base period value. His aim is to maintain a constant, long-run expected 
value of the price level while permitting short-run price changes along a 
Phillips curve. 

The proposed rule has two flaws. Hall makes no allowance for changes 
in the so-called natural rate of unemployment, and his choice of actual 
instead of expected price stability is inefficient and costly. The reason is 
that one-time permanent changes in the natural rate-following a produc- 
tivity shock, a change in the terms of trade, or some other real shock to 
output-change the price level. Hall's rule requires a change in the stock 
of money to offset the effect on the price level. This action increases varia- 
bility by changing aggregate demand, thereby changing output, prices, 
money wages, and other variables. There is no social benefit from the addi- 
tional variability. Also, Hall does not explain why the adjustment of real 
wages to a one-time change in the natural rate must be made by changing 
money wages while keeping the price level unchanged. 

6. Here is an illustration using an autoregressive model. Let x, = p,x,-I + u, where u, is a 
transitory random error. Suppose p,, the coefficient determining persistence, is not constant 
but is governed by p, = p,_, + v,, where v, is the random shift in p,. When u, is very large and 
the value of p, is not very certain, activist policies based on forecasts are likely to introduce 
more noise than they remove. 
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The main issue here is whether price stability means that the long-run 
price level is constant or whether the expectation is constant. That the two 
do not lead to the same policies is shown by supposing that a supply shock 
increases output and reduces the natural rate. The decline in the price 
level, following the shock, raises real wages as part of the adjustment. The 
rationally expected price level is constant, after the shock, at a lower level.7 
I can see no reason why policy should reverse the fall in the price level and 
require an increase in money wages. Nor can I see why holders of money 
and other nominal assets should not share in the gain (or loss) from unan- 
ticipated changes in productivity through the real balance effect. 

Some properties of proposed rules 

McCallum and Mishkin favor a rule, proposed in McCallum (1984), un- 
der which the central bank adjusts the monetary base to offset deviations 
of the level of GNP from its target. The target path for nominal GNP is 
determined by the average long-term rate of growth of real GNP at stable 
prices. If nominal GNP falls below this path, the monetary base increases, 
and if nominal GNP rises above the path, the base is reduced. 

McCallum's rule differs from Hall's in several ways. First, real shocks to 
the level of productivity result in one-time price level changes. Second, the 
two rules respond to changes in aggregate demand in qualitatively similar 
ways, but McCallum's rule does not rely on forecasts. Third, increases in 
the growth rate of real GNP produce a falling price level under McCal- 
lum's rule, and reductions in the real growth rate produce inflation. The 
reason is that the rule does not adjust the growth rate of the monetary base 
for changes in the growth rate of output. The quantitative importance of 
the omission depends on the size and frequency of changes in the growth 
rate of output. The effect on the rate of price change would have been 
larger for Japan or Germany than for the United States in the postwar 
years. Price stability in the-U.S. would have increased, however, if money 
growth had adjusted to the decline in the growth rate of real output be- 
tween the '60s and the '70s. 
AU of the rules and discretionary policies discussed so far ignore exchange- 

late changes and the effect of such changes on domestic prices and output. 
Thii source of variabiity is much larger for some countries than for the 
United States, but the short-term effect of exchange-rate changes on the price 
level seems too large to ignore even in the United States. 

7. If productivity shocks are normally distributed with zeru mean, there is no reason to 
expect drift in either direction. 
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My proposed rule for monetary growth, Meltzer (1983), adjusts for changes 
in velocity growth and real income growth. With some help from major for- 
eign countries, the propased rule smooths the effects of changes in exchange 
rates. The rule is expressed in rates of change, or growth rates, not in levels, but 
there is no problem of base drift or inflationary bias, and there is no provision 
for changes in the position from which growth rates are computed. The rule 
achieves price stability on average, but the price level changes when there are 
permanent changes in the level of real income. 

The rule requires each of the central banks that issues a major international 
currency-the United States, Germany, Japan, and the United Kingdom-to 
set the growth rate of its monetary base equal to a three-year moving average 
of the rate of growth of the country's real output minus the three-year moving 
average of its monetary base velocity. The choice of three years is arbitrary. It 
provides a built-in s t a b k r  by keeping money growth above real income 
growth during cyclical recessions and below real income growth during peri- 
ods of high expansion. Money growth adjusts gmdually to maintained, per- 
manent changes in the growth rate of output or velocity. No use is made of 
econometric or other fomasts, and there is no need to distinguish in advance 
whether observed changes are adjustments of levels or changes in rates of 
change. 

On average the rate of price change is zero. Since all major countries follow 
the same rule for price stability, all have the same expected rate of price 
change, zero. The common expected rate of inflation contributes to exchange 
rate stability. Prices and exchange rates fluctuate, but one cause of 
fluctuations--differences in expected rates of inflation-is damped or elirni- 
nated. 

The three-year period can be interpreted as twelve quarters, and the growth 
of the base can be adjusted quarterly. I believe that quarterly adjustment puts 
too much weight on transitory changes in velocity and real income. Semi- 
annual or annual adjustment or money growth reduce the influence of these 
self-reversing changes. 

Countries that are not parties to the agreement can also benefit. They have 
the choice of adopting the rule, of pegging to one of the currencies, or of peg- 
ging to a basket currencies. Or they can choose an independent policy and 
float. 

The proposed rule has five attractive features: 

The rule sets the growth rate of the monetary base, a variable that 
the public can observe and the central bank can control with min- 
imal error. 
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The rule is adaptive and modestly counter-cyclical, but there is no 
'drift" in the level from which growth is measuied. 
The rule does not adjust quickly to large transitory changes in level, 
but it adjusts fully to permanent changes in rates of growth by the 
third year. 
The rule does not depend on forecasts, so it is not sensitive to forecast 
errors. 
The rule provides for increased exchange rate stability if other major 
countries adopt compatible rules, but there is no need for interna- 
tional coordination of policies. Exchange rates fluctuate. 

In The Tract on Monetary Reform, Keynes (1923) recognized the impor- 
tance of achieving price stability by policies that maintained both internal 
and external stability. This emphasis has been missing in most recent dis- 
cussions. Some argue for rules like the gold standard or a revised system of 
fixed exchange rates, fashioned along the lines of the Bretton Woods agree- 
ment. If followed, these rules maintain more exchange rate stability than 
in recent years, but neither an international gold standard nor a return to a 
Bretton Woods system assures that domestic prices remain stable. Others 
favor restrictions on domestic monetary policy to maintain domestic price 
stability but ignore s'hocks from abroad. 

In open, interdependent economies, fluctuations in prices and output 
can be reduced if there is greater certainty about foreign and domestic dis- 
turbances. This can be achieved by an agreement on the principles, or rule, 
for the conduct of each country's monetary policy. 

Perspectives from political economy 

Stanley Fischer's paper points out that the principal costs of inflation 
arise from the absence of institutional change. Governments fail to index 
tax rates and depreciation schedules, or they are slow to make these 
changes. Governments do not offer indexed bonds to shield the public 
from the loss of wealth and the uncertainty about future values during 
periods of variable inflation. In our recent experience, the Federal Reserve 
and other agencies maintained ceilings on the interest rates paid to deposi- 
tors until financial innovation eroded much of the base against which this 
part of the inflation tax was levied. 

These costs of inflation could have been avoided or significantly re- 
duced in scope. The fact that most developed countries have not made the 
institutional changes that reduce the major costs of inflation is inconsis- 
tent with the usual treatment of central banks and governments in eco- 
nomic models. Governments, in these models, are agents or intermediaries 
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that assist households to maximize the utility of consumption, and they 
improve people's welfare by providing public goods and removing public 
bads. The failure to adjust institutions to reduce the cost of inflation is 
puzzling in this perspective. 

A basic difference in models of political economy, or public choice, is 
that governments can be analyzed as the representative, or agent, of voters 
who recognize that some people can increase their wealth in the polling 
place above their earnings in the marketplace. Since the distribution of 
income and consumption across households is more skewed than the dis- 
tribution of votes, the representative or decisive voter typically has less 
than the mean income and consumption of the community or society in 
which he lives. He has an incentive to redistribute income. 

In Meltzer and Richard (1981) a utility-maximizing, decisive voter 
chooses the amount of income redistributed. Money and inflation are not 
part of this model, but the same principles seem applicable. Indexation of 
tax rates, depreciation, interest payments, and the values of governments 
bonds would reduce or eliminate most of the tax revenue from a main- 
tained inflation. The government, which is to say the voters, would either 
have to reduce spending or find an alternative source of revenue. Do other 
revenue sources offer as much opportunity for redistribution as the out- 
standing stocks of bonds, capital, and human wealth? 

The chart in Mishkin's paper shows that there is not a single country 
with stable or falling prices, on average, in recent years. All countries de- 
part from price stability in the same direction, and few countries have 
acted to eliminate the inflation tax on existing stocks of bonds and real 
capital or to index income tax brackets and consumption taxes. Many 
countries have indexed transfers, for example payments to the aged, wel- 
fare recipients, and other groups. This asymmetry is consistent with the 
political economy model and is difficult to reconcile with neoclassical 
models that ignore voting and income redistribution. 

Helmut Schlesinger's paper brings out the importance of the political 
economy aspect. The f i t  part of his paper discusses the evils of inflation. 
Dr. Schlesinger emphasizes that the proper policy goal is price stability- 
defined as zero inflation on average. The second part of his paper discusses 
the actual policy of the Bundesbank. It turns out that the actual policy is 
to accommodate the existing rate of inflation. He then discusses the proc- 
ess by which the Bundesbank chooses the rate of money growth- 
specifically the rate of the growth of the monetary base or, as the Germans 
prefer, central bank money. Here, we note that the policy is decided in con- 
sultation with the government, representatives of the trade unions, and 
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other groups. From the perspective of political economy, it is not an acci- 
dent that this political process has produced a positive average rate of infla- 
tion in both the '60s and the '70s-under both fixed and floating rates. The 
German inflation rate has been lower on average than in many other coun- 
tries, most likely for the reasons Dr. Schlesinger gives. But, despite many 
warnings about the costs of inflation and repeated c~mmitments to price 
stability, a modest, positive rate of inflation is the experience of the Federal 
Republic and, he tells us, it is the policy of the Bundesbank to accommo- 
date inflation. 

Germany's choice to maintain inflation and to avoid full indexation of 
taxes and government debt is a decision to tax the public in a particular 
way. The magnitude of the tax and the share of total expenditure financed 
by inflation differs from one country to another, but the outcome of the 
political-economic process appears to be similar in all democratic coun- 
tries. A systematic process is at work. 

Policy decisions are political decisions. Although I, and many others, 
have proposed rules to restore and then maintain price stability, these pro- 
posals are typically innocent of any political mechanism. The Barro and 
Gordon (1983) paper, discussed by McCallum, is a formal demonstration 
of the importance of a monetary rule if we are to maintain price stability. A 
rule is the only way, in their model, to reduce inflation to zero and to main- 
tain price stability. The absence of a rule imposes a social loss, but their 
model gives no reason why the political process, the decisive voter, or the 
policymaker should try to minimize this loss. 

A related, but distinct, issue is to explain why, with discretionary policy, 
the government does not choose, and the public does not expect, price sta- 
bility. Cukierman and Meltzer (1984) show that where the policymaker 
knows more than the public about his own objectives and persists in his 
policies for a time, discretionary policy (both with and without announce- 
ments of monetary growth) has an inflationary bias. The policymaker- 
taken as a representative of tfie political process-gains from positive 
monetary surprises. The reason is that he benefits fiom current reductions 
in unemployment produced by surprises and discounts the costs of infla- 
tion and the future unemployment required to reduce inflation. In this 
model, the policymaker's objectives shift, from time to time, with greater 
weight given at some times to unemployment and at other times to reduc- 
ing inflation. A weakness of this analysis is that the policymaker's objec- 
tive function does not reflect the decisions of a representative voter. 

The lesson of this discussion is that sustained price stability is as likely as 
a political commitment to an enforceable monetary rule. Both seem 
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remote. To paraphrase Adam Smith, we get inflation and discretionary pol- 
icy, not from the malevolence of policymakers but from their self interest. 
After years of effort, proponents of rules have not reached the point at 
which proponents of discretion, whether policymakers or academics, feel 
compelled to show that discretionary policies remove more instability to 
prices, output, or employment than they add, or to explain why we have 
been as far from both price stability and minimum unemployment as 
Hall's chart suggests. 
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